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ABSTRACT 
In this paper we present a novel bit-level soft-input/soft- 
output decoding algorithm for variable-length encoded 
packetized Markov sources transmitted over wireless chan- 
nels. An interesting feature of the proposed approach is 
that symbol-based source statistics in form of transition 
probabilities of the Markov source are exploited as a-priori 
information on a bit-level trellis. When additionally the 
variable-length encoded source data is protected by chan- 
nel codes, an iterative source-channel decoding scheme can 
be obtained in the same way as for serially concatenated 
codes. Based on an extrinsic information transfer chart anal- 
ysis of the iterative decoder computer simulations show for 
an AWGN channel that by using reversible variable-length 
codes with free distance greater than one in combination 
with rate- 1 channel codes a reliable transmission is possible 
even for highly corrupted channels. 

1. INTRODUCTION 
In order to achieve a reliable transmission of sequences 
encoded with variable-length codes (VLCs) many authors 
have focused on joint source-channel decoding schemes 
based on a trellis representation of the variable-length en- 
coded bit-stream. This allows to apply a soft-idsoft-out 
decoding approach and, in combination with channel codes, 
to utilize an iterative decoding scheme. For example, in 
[ I ]  a symbol-level trellis representation for uncorrelated 
variable-length encoded data packets is presented, where 
the BCJR-algorithm [ 2 ]  is used as a-posteriori probability 
(APP) decoder. This approach is extended in [3] to first- 
order Markov sources, where the residual source correlation 
is additionally exploited in the decoding process. On the 
other hand, a bit-level trellis is proposed in [4,5]. This type 
of trellis has the advantage that the number of trellis states 
only depends on the VLC tree depth, and thus for increas- 
ing source packet lengths the complexity does not grow as 
for the symbol-level trellis. In [6] an iterative decoder for a 
variable-length encoded source being serially concatenated 

with a turbo code is proposed by merging the bit-level trellis 
from [4] with the trellis for one constituent channel code. 

In this paper we present a joint source-channel decoding 
approach for packetized variable-length encoded correlated 
source data based on the bit-level VLC trellis from [4]. As a 
novelty we show for a first-order Markov source that by us- 
ing an appropriately adapted soft-input / soft-output decoder 
all source correlation can he exploited in the decoder with 
only a slight increase in complexity compared to the ap- 
proach in [ 5 ] .  When the resulting variable-length encoded 
bit-stream is additionally protected by a cbannel code the 
proposed bit-level VLC decoder can be used as constituent 
decoder in an iterative source-channel decoding scheme. A 
suitable channel code is then chosen via an extrinsic in- 
formation transfer (EXIT) chart analysis [7]. We demon- 
strate that by allowing additional redundancy for the VLC in 
form of reversible variable-length codes (RVLCs) [8] with 
an increased Hamming distance between equal-length code- 
words good recursive systematic convolutional (RSC) chan- 
nel codes with a just code rate of one and low memory can 
be found. 

2. APP SOURCE DECODING 

2.1. Transmission model 
The derivation of the APP source decoder is based 
on the transmission system shown in Fig. 1, where 
a packet of K correlated source. symbols is given by 
U = [VI, VZ,  . . . , U K ] .  A subsequent (vector-) quantiza- 
tion of source symbols Uk results in indices E Z from 
the finite alphabet I = { O ,  1 , .  . . , Z M  -1) represented with 
M bits. Due to delay and complexity constraints for the 
quantization stage, a residual index correlation remains in 
the index vector I, which is modeled as a first-order (sta- 
tionary) Markov process with index transition probabilities 
P(Ik = A I  Ik-l = p )  for A,p E I. The quantization stage 
is followed by a VLC encoder which maps a fixed-length 
index I k  to a variable-length hit vector .(A) = C ( I k  = A) 
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Fig. 1. Model of the transmission system 

of length E(c(A)) using the VLC with the codetahle C. The 
output of the VLC encoder is given by the binary sequence 
b = [bl,  b z ,  . . . , b ~ ]  of length N where b, E {O ,  1) repre- 
sents a single bit at bit index n. The transmissipn of one bit 
over the memoryless channel with the p.d.f.p(b, I b,) leads 
to a soft-bit 6,, EIR at the channel output. 

2.2. Trellis representation 

Since a VLC encoder can he seen as a finite state machine 
with binary output all possible output sequences b can be 
described in a trellis diagram. A quite simple trellis rep- 
resentation is proposed in [4], where the VLC trellis is de- 
rived from the corresponding code tree by mapping each 
node to a specific trellis state. The root node and all leaf 
nodes are mapped to the same trellis state, since in a se- 
quence of codewords every leaf becomes the root of the tree 
for the next codeword. Each transition from state S,-l to 
state S, is caused by a single hit b, E {0,1} at time in- 
stant n = 1,. . . , N at the output of the VLC encoder. An 
example is given in Fig. 2, where the code tree and a trellis 
segment for the reversible variable-length code (RVLC) 

c = {c(O)=[l l ] ,c( l )  =[OO],  c ( 2 )  =[loll,  
c(3)= [OlO],C(4) = [lOOl],C(5) = [ O l l O ] }  (1) 

is shown. In the following we denote the set of all 
N ,  trellis states as S ={so ,..., SN,-~} where the sk, 
k = 0,. . . , N. - 1, represent the individual state hypothe- 
ses. Furthermore, the hit position for the root state is de- 
noted with v, v € {l, . . . , N } ,  and for the sake of brevity 
its hypothesis S, = 60 is written as S, = 0 in the remainder 
of this paper. 

Due to the unique relationship between VLC tree and 
VLC trellis every non-leaf or non-root state S,, = u, 
u E S\so, is associated with a certain codeword prefix 
written as cp. , ] ,  or equivalently, with a state sequence 
[S,, . . . , S,] = IO , .  . . , u]. Tbis corresponds to a certain 
subset of codewords Pr = {A E Z 1 S, = u E .(A), 
u E S\SO} with the common prefix C ~ . ~ I .  

2.3. A-posteriori probabilities 

Based on the VLC trellis representation from above we now 
derive a soft-input decoding algorithm, which provides reli- 
ability information for the source bits b, = i, i E {0, l}, in 
form of a-postenon probabilities (APPs) P(b, = i I b). As 
a new result we show that it is possible to exploit the first- 
order Markov property of the quantization indices modeled 

by the index transition probabilities P(I ,  = A  I Ik-1 = p )  as 
a-priori information in the bit-based decoding algorithm. 

Analog to the classical BCJR algorithm [2] the APPs 
P(b, = i  I b) can he decomposed as 

. p(8,,  h, = i, s, = 0 2  I sn- 1 = u1, b y ) .  . , c 

7" ( i , o z  P I )  

.P(by-l,sn-l=ul), ( 2 )  - 
e"-,(rl) 

where b;; specifies the subsequence b;; = 
The term C Y , ( U ~ )  represents the 

well-known BCJR forward recursion 
6,1+~,.  . . , bn2]. 
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The first term on the right-hand side of (4) corresponds to 
the soft output of the transmission channel associated with 
the bit b, = i. The second term specifies the probability of 
a transition from state Sn-l = u1 to state S,, E uz and also 
depends on the previously received soft-bits b:-', which 
allows to include the statistics of the Markov source model 
into the decoding process as we will show in the following. 

We Stan the derivation bv formallv extendine the con- 

no E S, uniquely identifies the trellis path associated with 
the source index I-1 = p E 1 at the previous index posi- 
tion, the hypothesis I-1 = p  may be replaced with b, = i ( p )  
and S,-1 =u&) which now depend on p. We thus obtain 
the recursion 

P(r-l = p  I sv=o, 6;) 
= P(b, = i (p ) ,  S,-i =uo(p) 1 S, =O,b;) 

L 

ditional p.d.f. yn( i ,oz,ol)  in (2) to the whole codeword 
prefix given by the transition from the previous root state 

where the term au (0) is a normalization factor only depend- 
ing on the hit position u for the root state. Finally, combin- 
ing (4), (7), (8), and (9) leads to a modified expression for 
the y-term which allows us to exploit the residual source 
correlation for error resilience in the forward recursion (3). 

The B-term in (2) can be obtained analog to the back- 
ward recursion of the BCJR algorithm as 

s" =o to s, =a2 : 

P(bc+l,cjo...o*l IS,=0,6;) = 
~(b;+~ I c ~ ~ . . . ~ ~ ~ )  . P ( C ~ ~ , , , , ~ ~  I S, = (I,@), ( 5 )  

where the bit position u = n - l ( ~ ~ ~ . . . ~ ~ ~ )  corresponds to 
the root state of the path associated with the prefix C [ O . . . ~ ~ ]  

in the VLC code tree. When we now use the fact that the 
I 

Bn(U1) = C C y ~ + l ( i , ~ ~ ~ ~ i ) . B n + i ( ~ z ) ~  P N ( o ) = ~ .  a-priori probability for c p . o z ~  is equivalent to the sum of 
the a-priori probabilities for the affected source indices we 
obtain 

D l E S  i=o 

with P(I0 = X I S, = 0, b y )  denoting the conditional prob- 
ability of the source hypothesis Io = A. For the sake of 
clarity the source indices I k  are referenced relatively to the 
currently considered trellis path segment from bit position 
u to u+l(c(X))  (whichcorresponds to k=O). 

It can now be shown that by combining (4), (5 ) ,  and (6) 
the second term on the right-hand side of (4) can be writ- 
ten as a function of index-based conditional probabilities 
according to 

P(bn=i ,Sn=u21Sn-1 =ul,b;-') = 

with the normalization factor C(ul). Since P(I0 = X I S, = 
0, by)  in (7) can be written as 

p(ro=x~s,=o,b';) = 
ZM-1 

Ir=O 

C P(ro = A  I r-l = p )  . p(r-l = p  1 s, =0,6y) (8) 

we can now utilize the index transition probabilities 
P(Io=XI I - l = p )  as a-priori information for APP de- 
coding. The last missing term to he expressed 
with known quantities is the conditional probability 
P(I-1 = p  I S,=O,b;) in@). Duetothefactthatthetrellis 
branch specified by the triple (LI = no, S, = 0, b, = i), 

where C'(ul) is some normalization factor. Note that for 
the backward recursion only the probability distribution 
P(Ik  = A )  can he utilized as additional a-priori information 
since at the root state S, = O  no further knowledge about the 
source indices It for < 0 is available. 

Now we have derived all terms in order to calculate the 
APPs P(bn = i I b) from (2) with known quantities, where 
besides the source statistics only the number of transmitted 
bits N is used as side information in theAAPP calculation. 
Finally, a source symbol packet estimate U can be obtained 
via a MAP sequence estimation (see e.g. [9]) where the bit- 
based APPs P(bn = i I b) are used to calculate the corre- 
sponding path metrics. 

3. ITERATIVE DECODING AND EXIT CHARTS 
In the following we additionally consider explicit redun- 
dancy from channel codes inserted into the interleaved out- 
put of the VLC encoder, which leads to the extended trans- 
mission system shown in Fig. 3. Since the encoder con- 
figuration is similar to that for serially concatenated codes, 
the decoding can be carried out iteratively, where the outer 
constituent decoder is replaced by the APP VLC source de- 
coder derived in Section 2.3. Based on an EXIT chart anal- 
ysis we optimize a rate-1 channel code for a given VLC in 
order to obtain good convergence properties for the iterative 
decoder. 
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Fig. 3. Extended model of the transmission system and iterative.ioint source-channel decoder 

3.1. Iterative joint source-channel decoding 

Due to the serial concatenation of source and channel en- 
coding the iterative decoder depicted in Fig. 3 can be 
used for calculating a-posteriori probabilities for the de- 
coded information bits. In the decoding process the (inner) 
APP channel decoder calculates a-posteriori log-likelihood- 
ratios (LLRs) L(C)(b’) for the interleaved information bit 
vector b’ = [b;, b i , .  . . , b;V]. The quantity L(,C)(b’) = 
L(C)(b’) - Lbc’(b’) is used after deinterleaving by the 
(outer) APP source decoder as a-priori information Lhs’(b) 
in order to obtain the a-posteriori LLRs L(S)(b). For com- 
pleting the iteration the APP source decoder generates the 
extrinsic information L!,S,!(b) = L(S)(b) -LhS’(b) which 
after interleaving can he exploited as additional a-priori in- 
formation Lthc’(b’) by the inner decoder at the beginning 
of the next iteration. Finally, a MAP sequence estimation is 
performed on the LLRs L(S)(b) in order to obtain an esti- 
mate U of the transmitted source sequence U. 

3.2. EXIT charts 

In order to analyze the iterative decoding process we ap- 
ply an EXIT chart analysis [7] to the problem of iterative 
joint source-channel decoding. EXIT charts visualize the 
inputloutput characteristics of the constituent decoders in 
terms of mutual information between transmitted hit se- 
quence b and a-priori information L,(b) at the input of 
the decoder, and between b and L,(b) at the output, re- 
spectively. Denoting the mutual information I at the in- 
putsloutputs of the inner and outer decoder as 

IE; = I(Lic)(b’),b’) and lai = I(LhC)(b’),b’), 

IE. = I(LLfi(b),b) and la. = I(LiS)(b),b), 
the transfer characteristics of the constituent decoders are 
given by IE, = Ti(la,, E,/&) and TED = T0(lae), re- 
spectively. The function Ti for the inner decoder is parame- 
terized with the channel signal-to-noise ratio (SNR) E,,”,, 
since a-priori information and channel observation i? are 
employed in the decoding process, while the transfer char- 
acteristics To of the outer constituent decoder only depends 
on Ia-. An EXIT chart can be obtained by plotting both 
mappings Tj and To into a single diagram. 

In the following we propose a transmission system 
where some explicit redundancy for error protection is also 
added in the VLC encoder by using a symmetrical reversible 
VLC (RVLC) with free distance df = 2 [lo]. Since the 
channel code still can be arbitrarily chosen, good codes in 
terms of convergence behavior and decoding performance 
may he searched via an EXIT chart analysis. In this connec- 
tion we restrict ourselves to rate-1 channel codes, which do 
not introduce further (explicit) redundancy into the variable- 
length encoded bitstream. Fig. 4 shows the EXIT chart of 
the resulting iterative joint source-channel decoder. The 
transfer characteristic T,(Ia,) of the (outer) RVLC source 
decoder is derived for an AR(1) input process with correla- 
tion coefficient a = 0.9, uniformly quantized with M = 4 
bits. The mapping T;(Ia,, E./&) is obtained for a rate-1 
recursive systematic convolutional (RSC) channel code be- 
ing punctured from a rate-112 memory-3 mother code with 
generator polynomials (go,g1)8 = (15,10)8, where the 
puncturing pattern P = [1,0,0; 0, 1,1] is obtained from the 
EXIT-chart-based code search. In order to illustrate the it- 

,, _ ?  ~ . 
., , ,I.. . , , .: , L. 0.81 . , , I _, ,’ 

o.21/ . . ;  . ... ..... ... : .. . . I .  ... . .. ....I 
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Fig. 4. EXIT chart for the iterative source-channel decoder 

erative decoding process Fig. 4 also depicts a simulated de- 
coding trajectory for E./No = -0.3 dB. We can see that the 
decoder is able to pass the bottleneck region, thus guaran- 
teeing convergence for this channel SNR. 
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4. SIMULATION RESULTS 

In order to verify the performance of the resulting trans- 
mission system for the constituent codes from Section 3.2 
simulations were canied out for a BPSK-modulated AWGN 
channel and a correlated quantized AR(1) source (a  = 0.9, 
A4 = 4) of 20000 source symhols. Fig. 5 shows the sym- 
bol error rate (SER) plotted over the channel parameter 
E./No. Additionally, the channel SNR &/No related to 
the transmit energy per information bit Eb = E , / R  is shown 
with R denoting the overall code rate, which is obtained as 
R = RRsC . H ( l k = X I I k - - l = ~ ) / M R V ~ .  NotethatRcon- 
@ins all redundancy exploited for error protection where the 
conditional entropy H(Ik=XI I k - 1  = p )  takes the redun- 
dancy due to the residual source correlation into account 
and the mean word length after RVLC encoding MRVLC the 
explicit redundancy from the RVLC, respectively. Due to a 
rate-1 channel code we have RRSC= 1, leading to R= 0.57 
for the here used AR(1) source sequence and the RVLC, 
respectively. The simulation results for the iterative joint 
source-channel decoder in Fig. 5 are obtained by averaging 
over 100 simulated transmissions on the AWGN channel. 
As we can see from Fig. 5, for 20 iterations and channel 

- ISCD, 20. 11. 
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“/No in dB + 
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Fig. 5. Simulation results for the AWGN channel, symbol 
error rate (SER) displayed over E,/No and &/hrO, resp. 
(AR( 1) source with a = 0.9 and A4 = 4, RVLC with d f  = 2, 
rate-I memory-3 RSC code, overall code rate R=0.57) 

S N R S  E,/No 2 -0.3dB and &/No 2 2.13dB, resp., a 
reliable transmission is possible since no error event oc- 
curs. This is consistent with the decoding trajectory for 
E./No 2 -0.3dB shown in Fig. 4 where convergence is 
achieved after 18 iteration steps. 

5. CONCLUSION 

We have presented a novel VLC APP decoding approach 
which can be regarded as an extension of the classical 

bit-based B U R  algorithm adapted to the case of variable- 
length encoded first-order Markov sources. Its advantage is 
the combination of symbol-based source statistics used as a- 
priori information for robust source decoding and a simple 
bit-level trellis representation. This leads to a significant re- 
duction of complexity compared to previous work due to the 
strongly reduced number of trellis states especially for long 
packets of source data. When an additional error protec- 
tion by channel codes is performed the proposed VLC APP 
decoder can be used as (outer) constituent decoder in an 
iterative joint source-channel decoding scheme. An EXIT- 
chart-based analysis reveals that by using RVLCs with dis- 
tance constraints a reliable transmission with rate-1 convo- 
lutional codes is possible even at low S N R  on the transmis- 
sion channel. This may justify a new source-channel encod- 
ing paradigm where explicit redundancy for error protec- 
tion is exclusively being added only in the source encoding 
stage. 
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