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Abstract This paper presents an analytical model for eval-
uating the statistical multiplexing effect, admission region,
and contention window design in multiclass wireless local
area networks (WLANs). We consider distributed medium
access control (MAC) which provisions service differentia-
tion by assigning different contention windows to different
classes. Mobile nodes belonging to different classes may
have heterogeneous traffic arrival processes with different
quality of service (QoS) requirements. With bursty input traf-
fic, e.g. on/off sources, our analysis shows that the WLAN
admission region under the QoS constraint can be signifi-
cantly improved, when the statistical multiplexing effect is
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taken into account. We also analyze the MAC resource shar-
ing between the short-range dependent (SRD) on/off sources
and the long-range dependent (LRD) fractional Brownian
motion (FBM) traffic, where the impact of the Hurst param-
eter on the admission region is investigated. Moveover, we
demonstrate that the proper selection of contention windows
plays an important role in improving the WLAN’s QoS ca-
pability, while the optimal contention window for each class
and the maximum admission region can be jointly solved
in our analytical model. The analysis accuracy and the re-
source utilization improvement from statistical multiplexing
gain and contention window optimization are demonstrated
by extensive numerical results.

Keywords WLAN performance analysis . Nonsaturated
MAC modeling . Statistical multiplexing . Admission
region . Contention window optimization . Long-range
dependence

1 Introduction

The IEEE 802.11 wireless local area networks (WLANs)
have been widely deployed in recent years to provide viable,
low-cost wireless Internet access in public hot spots, e.g.
hotels, airports, office and campus buildings. With the con-
tinuous flourish of WLANs, extensive attentions have been
incurred both in academia and industry to provision quality
of service (QoS) guaranteed multimedia applications over
WLANs, for more efficient exploitation of this convenient
Internet access infrastructure.

In a multimedia application over the Internet Protocol
(IP), the 802.11 wireless link involved in the end-to-end
path is prone to become a bottleneck due to the channel
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contention delays and collisions. In order to provide quan-
titative QoS guarantees, it is necessary to characterize the
service capacity, delay, and loss performance of an WLAN
in both MAC and IP layers. The IEEE 802.11 medium access
control (MAC) protocol [1] contains two access modes, the
mandatory distributed coordination function (DCF) mode
and the optional point coordination function (PCF) mode.
Although PCF is designed with an objective to provision
QoS to real-time applications, it is not supported in most
current wireless cards, due to its implementation complexity
and limited QoS capability [2, 3]. In this paper, we thus focus
on the 802.11 DCF.

Most of the existing work on the DCF MAC performance
analysis, e.g. [4–7] and the references therein, have focused
on deriving the channel throughput or average delay under
saturated input traffic. While the saturated modeling is ap-
plicable for bulk data transfer applications, it is hardly valid
for real-time voice/video applications. In such applications,
the traffic arrival process is usually bursty, and modeled as
a short-range dependent (SRD) Markovian source or a long-
range dependent (LRD) self-similar source [8–10]. For a
bursty source in a multiplexing queue, a proper service rate
falling between the average arrival rate and the peak rate,
which is defined as the effective bandwidth [11], needs to be
determined to provision certain quantitative QoS guarantees,
such as a packet loss probability or a stochastic delay bound.
In a WLAN, all the mobile nodes share the wireless link,
where the MAC protocol statistically multiplexes the traffic
flows from different mobiles over the common communi-
cation channel. Thus, the effective bandwidth of a traffic
source required for QoS guarantee at the IP layer should be
provisioned by the MAC layer under the connection or call
admission control (CAC). However, it is very difficult, if not
impossible, to establish an efficient analytical tool from the
saturated modeling for effective bandwidth provisioning and
admission region calculation; currently, the WLAN admis-
sion region is mainly determined by measurement studies,
computer simulations, or conservative peak-rated based es-
timation [12–14].

A simple yet accurate analytic model for evaluating the
802.11 DCF in nonsaturated case has been presented in [15,
16]. In the nonsaturated model, each node is modeled as
a discrete time G/G/1 queue, where the arrival traffic can
be from bursty sources and the serving capacity is charac-
terized by MAC analysis. Zhai et al. show in [3] that the
maximum DCF MAC capacity and satisfying QoS perfor-
mance can only be achieved in the nonsaturated case, where
the CAC is necessary to maintain the WLAN in a proper
operating range for QoS guarantees. In [3], it is also shown
that when a WLAN works in the proper operating range, the
packet collision probability is quite small and each packet
sees an approximately constant service rate; therefore the
G/G/1 queue at each node can be well approximated by

a G/D/1 queue under admission control. Inspired by the
above results, we show in this paper that the single-server
queueing analysis at the IP layer can be combined with the
nonsaturated DCF analysis at the MAC layer to investigate
the statistical multiplexing and admission control of bursty
traffic flows over the 802.11 wireless channel. Particularly,
such an analytical model enables investigating the impact
of traffic self-similarity or long-range dependence on the
WLAN capacity. To the best of our knowledge, it is the first
time that the LRD traffic over WLAN has been analytically
studied.

When heterogeneous applications coexist in a WLAN, the
DCF MAC is inefficient in protecting the QoS-critical appli-
cations from the QoS-resilient applications. Therefore, the
DCF MAC has been enhanced to provision service differ-
entiation, e.g. [17–19] and the references therein. The basic
differentiation mechanisms are assigning different service
classes different contention window (CW) backoff param-
eters, different interframe spacing before data transmission
(arbitration interframe space, AIFS), or different channel
holding time upon the successful channel access (transmis-
sion opportunity, TXOP). In this paper, we extend the nonsat-
urated DCF modeling [15, 16] to analyze a DCF MAC with
class differentiation; for simplicity, only contention window
based differentiation is considered. We demonstrate that the
proposed multiclass DCF analysis is a versatile analytical
framework when combined with the IP-layer queueing anal-
ysis, where the QoS performance, statistical multiplexing
gain, admission region, contention window design, fairness
in resource sharing can all be investigated. Particularly, we
show through numerical analysis that the proper selection of
contention windows plays an important role in improving the
MAC capacity for a larger admission region, while the opti-
mal contention window for each class and the maximum ad-
mission region can be jointly solved in our analytical model.

In [14], the statistical multiplexing gain in serving bursty
traffic is demonstrated by simulation results, where a WLAN
with DCF MAC can support up to 76 on/off voice flows,
much larger than the capacity of 52 flows by a peak-rate
based admission control. However, no analytical approach
is available yet in the existing literature to incorporate the
statistical multiplexing gain into the WLAN admission re-
gion calculation. The objective of this paper is to present
such an analytical model. In [20], we have extended the non-
saturated DCF analysis [15, 16] to analyze a WLAN with
unbalanced traffic, where downlink flows are aggregated at
the access point (AP). In this paper, we use the proposed mul-
ticlass DCF analysis to demonstrate that traffic aggregation
at the AP can further increase the statistical multiplexing gain
over the WLAN, and the contention window differentiation
between the AP and the mobile nodes can provision a fair
resource sharing between the uplink and downlink aggregate
traffic. In [21], we show that the WLAN admission region
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analysis can significantly facilitate the capacity planning in
a cellular/WLAN integrated system.

The remainder of this paper is organized as follows.
Section 2 describes the system model, including the network-
layer effective bandwidth and the multiclass DCF MAC.
Section 3 presents the nonsaturated DCF model with class
differentiation. In Section 4, the nonsaturated DCF model
is combined with IP-layer queueing analysis to investigate
the statistical multiplexing effect, impact of the LRD traf-
fic, admission region, and contention window design in the
WLAN. In Section 5, we present extensive numerical results
to demonstrate the accuracy of the propose analytical model
and the resource utilization improvement results from sta-
tistical multiplexing and contention window optimization.
Section 6 gives the concluding remarks.

2 System model

2.1 Effective bandwidth and stochastic QoS

We present an analytical model to determine the maximum
number of QoS-guaranteed traffic sources that can be sup-
ported over the WLAN DCF. Particularly, an effective band-
width is computed at the network layer according to the
packet-level QoS requirement, and the MAC configuration
is analytically determined to provision the required serving
capacity efficiently. As an illustration, the QoS constraint
under consideration is a stochastic delay bound d, i.e.

P{D > d} ≤ ε. (1)

where D is the queueing delay and ε the delay violation
probability.

2.1.1 On/Off sources

One of the critical multimedia applications is voice over
Internet Protocol (VoIP) over WLAN, and the widely adopted
traffic model for voice is the on/off model. In an on/off
source, the on and off periods are exponentially distributed
with average durations of ton and to f f , respectively, and the
activity factor pon = ton/(ton + to f f ). At the on state, voice
traffic is generated at a constant rate of Rp.

Consider that M(≥ 1) on/off sources are multiplexed at
a queue with a service capacity of μ, and let Q denote the
queue length. It is well-known that a conservative approxi-
mation of the overflow probability for on/off sources takes an
exponential expression (Eqs. (3-42) and (3-43) in [8]), that is

P{Q > x} ≈ exp

[
− M(1 − ρ)(α + β)

M Rp − μ
x

]
(2)

where ρ = pon M Rp/μ is the utilization ratio, and
α = 1/ton , β = 1/to f f are the transition rates between
the on and off states, respectively. The delay violation
probability at d can be equivalently mapped to buffer
overflow probability at dμ as

P{Q > dμ} ≤ ε. (3)

From (2), we have

P{Q > dμ} ≈ exp

[
− Md(μ/pon − M Rp)

to f f (M Rp − μ)

]
. (4)

Combining (3) and (4), the minimum service rate required
to guarantee the QoS, i.e. the effective bandwidth, can then
be derived as

μ = M Rp(tof f log ε − Md)

to f f log ε − Md/pon
. (5)

For VoIP, the delay bound d is set as 150 (400) ms for an
excellent (acceptable) voice quality, and ε is normally set
as 1–3% [28]. From (5), different effective bandwidths will
correspond to different levels of QoS; such a QoS-resilience
property of VoIP is particularly meaningful for a wireless
link, where the channel capacity is usually unstable.

2.1.2 Fractional brownian motion (FBM)

While the SRD Markovian traffic model1 is reasonably accu-
rate for per-flow or small-scale aggregation traffic modeling,
extensive network traffic studies suggest that variable-rate
video traffic or large-scale Internet traffic aggregate usually
exhibits self-similarity or long-range dependence [10, 22,
23]. Here, we consider the case where the self-similar ag-
gregate traffic can be characterized by an FBM process. The
FBM process has a Gaussian marginal distribution, which
is justified by the large-scale aggregation over a high speed
Internet link, according to the Central Limit Theorem [24].

The standard (normalized) FBM process {Z (t) : t ≥ 0}
with Hurst Parameter H ∈ [0.5, 1) is a centered Gaussian
process with stationary increments that possesses the fol-
lowing properties [25]: (a) Z (0) = 0, (b) Var{Z (t)} = t2H ,
and (c) Z (t) is sample path continuous. A self-similar input
process {A(t) : t ≥ 0} can then be represented as

A(t) = λt + σ Z (t) (6)

where the mean arrival rate E{A(t)} = λ, and the variance
Var{A(t)} = σ 2t2H . Note that σ 2 is the variance of traffic
in a unit time. When 0.5 < H < 1, the FBM are both self-
similar and long range dependent; when H = 0.5, the FBM
is self-similar but short range dependent.

1 The on/off model is the simplest Markovian model.
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In a buffer with a stationary Gaussian input, the overflow
probability can be accurately estimated by the maximum
variance asymptotic (MVA) approach [24, 26]. For the buffer
served with capacity μ, define κ = μ − λ and Xt = A(t) −
μt . Let mx be the reciprocal of the maximum of σ 2

x,t =
Var{Xt }/(x + κt)2 for given x , i.e.,

mx = 1

maxt≥1 σ 2
x,t

= min
t≥1

(x + κt)2

Var{Xt } . (7)

The MVA approximation of the overflow probability is then
given by

P{Q > x} ≈ exp
(

− mx

2

)
. (8)

In the self-similar case of an FBM input characterized by λ,
σ 2 and H , mx can be explicitly computed by [26]

mx = 4κβ x2−β

Sββ (2 − β)2−β
(9)

where β = 2H and S = σ 2. The explicit expression of mx

leads to the explicit expression of the overflow probability
as

P{Q > x} ≈ exp

(
− 2κβ x2−β

Sββ(2 − β)2−β

)
. (10)

Considering P{D > d} = P{Q > dμ}, we can then
solve the effective bandwidth required for QoS guarantee
from (10). However, a close-form expression of μ can not
be derived; we have to resort to numerical solutions. For
convenience, we denote the required effective bandwidth as

μ = fF B M
(
λ, σ 2, H, d, ε

)
. (11)

2.2 Multiclass DCF

2.2.1 IEEE 802.11 DCF

In the 802.11 DCF mode, a mobile node monitors the chan-
nel before starting data transmission. If the channel has been
sensed idle for a time interval exceeding a DCF InterFrame
Space (DIFS), the node may start transmission; otherwise,
the node waits until the channel becomes idle for a DIFS and
enters a backoff stage. The time immediately following an
idle DIFS is slotted, and a node is allowed to transmit only at
the beginning of each time slot. At each backoff stage, a ran-
dom backoff counter is uniformly chosen from [0, CW − 1],
where CW is the contention window size in terms of number
of slots. The backoff counter decreases by one for each idle
time slot and freezes when the channel is sensed busy. When
the backoff counter reaches zero, the node starts transmis-
sion. After a successful transmission, the contention window

is reset to the initial value CWmin; the receiver will send back
an acknowledge (ACK) frame upon the successful receipt of
the data frame after a Short InterFrame Space (SIFS). Upon
an ACK timeout, the sender will assume that a collision hap-
pened. A collided data frame will be retransmitted according
to a new backoff stage, where the contention window size is
doubled for each retransmission, up to CWmax . A data frame
is dropped when the retransmission limit is reached.

The DCF MAC also specifies the optional request-
to-send/clear-to-send (RTS/CTS) mechanism to solve the
hidden-terminal problem. In the proposed analytical model,
we do not consider RTS/CTS for simplicity. However, the
model can be readily extended to include RTS/CTS.

2.2.2 Contention window based differentiation

With the DCF MAC, all nodes have the same priority to ac-
cess the channel and on average achieve the same quality of
service. Such an undifferentiated access mode is unfavorable
when some QoS-critical applications are integrated with the
QoS-resilient applications over the WLAN, or when the AP
needs to handle aggregated downlink flows that have a much
larger traffic load than that in a mobile node [20]. Therefore,
we consider an enhanced DCF with class differentiation for
more effective QoS provisioning and higher resource utiliza-
tion.

In the WLAN, mobile nodes belonging to different classes
may have heterogeneous bursty traffic arrival processes with
different QoS requirements. The multiclass DCF assigns dif-
ferent contention windows to different classes, with the con-
tention windows sizes properly designed to satisfy QoS re-
quirements and achieve efficient resource utilization. Basi-
cally, classes with smaller contention windows have a higher
priority to access the channel and therefore occupy a larger
portion of the serving capacity. Although the CW based dif-
ferentiation scheme is very simple compared to other service
differentiation schemes [17–19], e.g. the 802.11e standard,
we will analytically show that such a simple scheme is ef-
ficient in provisioning service differentiation. Moreover, the
optimal contention window for each class can be numerically
solved to maximize the resource utilization under the QoS
constraints.

3 Nonsaturated multiclass DCF model

In this section, we extend the nonsaturated analytical model
presented in [16, 20] to analyze a DCF with multiple classes,
where each class has a unique traffic arrival process and a
unique contention window size. The analytical model will be
used in Section 4 to evaluate the statistical multiplexing ef-
fect, admission region, and contention window optimization.
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3.1 Average backoff time

We consider a WLAN supporting S classes with DCF, and
Ni nodes are assigned to class i , i = 1, 2, . . . , S. Time is
discretized into slots, and each node is modeled as a discrete
time G/G/1 queue. Assume that there is no link layer frag-
mentation, and one IP packet corresponds to one link layer
frame. For a class-i node, the average traffic arrival rate is
λi packets/slot. Define the packet service time as the time
period from the instant that a packet begins to be serviced
by the MAC layer to the instant that it is either success-
fully transmitted or dropped after several retransmissions.
At the steady state, a class-i node achieves an average ser-
vice rate of μi packets/slot and correspondingly a queue
utilization ratio of ρi = λi

μi
. To maintain a stable queue, it

is required that ρi < 1. According to queueing theory, ρi is
also equal to the probability that the queue is busy, when
the buffer size is large enough to guarantee a lossless system
[8].

A class-i node is assigned a minimum contention win-
dow of CWi,min . All the classes have the same retrans-
mission limit of mr (set as 7 in 802.11 DCF) and the
same maximum backoff stage of mb (set as 5 in 802.11
DCF). Therefore, the maximum contention window of a
class-i node is CWi,max = 2mb CWi,min . The contention win-
dow for the kth round (re)transmission of a class-i packet
is

CWi (k) = min
(
CWi,max , 2k−1CWi,min

)
,

k = 1, . . . , mr + 1 (12)

with the backoff counter randomly chosen over [0, CWi (k) −
1]. Use pi to denote the collision probability seen by a class-i
node, and assume that transmission collisions happen inde-
pendent of each other. The average backoff time of the node
can then be calculated as

W i =
mr +1∑
k=1

pk−1
i (1 − pi )

I {k<mr +1}
k∑

j=1

CWi ( j) − 1

2
(13)

where the indicator I {A} is equal to 1 if A is true, and equal
to 0 otherwise. The indicator is used to include the case that
a packet is dropped when the retransmission limit is reached.

3.2 Packet collision probability

We now investigate the collision probability of a tagged
class-i node. Define qi the probability that a class-i node
transmits a packet in a certain slot. A collision occurs if at
least one of the remaining nodes also transmits in the same

time slot. Therefore,

pi = 1 − (1 − qi )
Ni −1

S∏
j=1, j �=i

(1 − q j )
N j . (14)

Conditioning on a busy or non-empty queue, the trans-
mission probability of a class-i node can be approximated
as

τi = E[Ai ]

W i + E[Ai ]
(15)

where E[Ai ] is the average number of transmission attempts
the node made during the backoff time. With the collision
probability pi for each transmission attempt, we have

E[Ai ] =
mr +1∑
k=1

kpk−1
i (1 − pi )

I {k<mr +1} = 1 − pmr
i

1 − pi
. (16)

As the node is busy with probability ρi and there is no trans-
mission when the node is empty, we can obtain the uncondi-
tional transmission probability

qi = ρi · τi + (1 − ρi ) · 0 = λiτi/μi . (17)

Substituting the probability into (14), we have

pi = 1 −
(

1 − τi
λi

μi

)Ni −1 S∏
j=1, j �=i

(
1 − τ j

λ j

μ j

)N j

,

i = 1, . . . S. (18)

3.3 Average packet service time

To obtain the QoS of each node over the WLAN, we need
to solve the average packet service time so that the G/G/1
queue can be analyzed. During the time interval of 1/μi , the
following events may occur:

� a successful transmission by the tagged class-i node
� successful transmissions by the remaining nodes
� collisions due to multiple simultaneous transmissions
� channel idling

We assume that admission control is in place to keep each
node in the stable state, i.e. ρi < 1 (i = 1, . . . , S), and no
packet loss happens. Thus, the average number of pack-
ets successfully transmitted by a class- j node during 1/μi

is λ j/μi . Using TSi to denote the transmission time of a
class-i packet (constant packet size considered for sim-
plicity), the total average transmission time during 1/μi is
[1 + (Ni − 1) λi

μi
]TSi + 1

μi

∑S
j=1, j �=i N jλ j TSj .
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Before a node successfully transmits the packet, the packet
may experience collisions. Using TCi to denote the collision
time a class-i node experiences upon each transmission col-
lision, the average collision time till the successful transmis-
sion2 can be calculated as

T Ci =
mr +1∑
k=1

(k − 1)TCi · pk−1
i (1 − pi ) ≈ pi

1 − pi
TCi . (19)

Thus, the total average collision time during 1/μi is 1
2 [(1 +

(Ni − 1) λi
μi

)T Ci + 1
μi

∑S
j=1, j �=i N jλ j T C j ]. The factor “ 1

2 ” is
used to get rid of the repetitive count of the collision time,
considering that most of the collisions occur due to simulta-
neous transmissions from two nodes.

Based on the above analysis, we can now obtain the aver-
age packet service time as

1

μi
=

[
1 + (Ni − 1)

λi

μi

]
TSi + 1

μi

S∑
j=1, j �=i

N jλ j TSj

+1

2

[(
1 + (Ni − 1)

λi

μi

)
T Ci + 1

μi

S∑
j=1, j �=i

N jλ j T C j

]

+W i i = 1, . . . , S (20)

where TSi and TCi (T Ci ) can be obtained with the packet
length of each class given. When different classes have dif-
ferent TSi , the calculation of TCi (T Ci ) is given in the ap-
pendix.

For all the classes, given the arrival rates �λ =
[λ1, λ2, . . . , λS], the minimum contention windows

−−→
CW =

[CW1,min, CW2,min, . . . , CWS,min], the number of nodes
�N = [N1, N2, . . . , NS], the equation sets of (18) and (20)

can be solved numerically to obtain �p = [p1, p2, . . . , pS]
and �μ = [μ1, μ2, . . . , μS]. Note that τi in the equation sets
is a function of pi by combining (13), (15), and (16). With
the service time solved, the QoS of each node can then be
obtained by analyzing the G/G/1 queue [15, 16].

4 Statistical multiplexing, admission region, and
contention window optimization

In the previous section, the analytical model is developed
from the perspective of QoS analysis, which is not conve-
nient for the admission region design. Exhaustive search is
one approach to find the admission region, by comparing the
QoS achieved under a certain �N with the QoS specifications.

2 The collision time associated with the dropped packets is ignored.
When the admission control is applied to maintain the collision prob-
ability at a small value, the packet dropping probability at the MAC
layer is close to zero.

However, such an approach is only applicable to a WLAN
with two classes [20], which will incur unacceptable com-
puting overhead when several (>2) classes are supported by
the WLAN.

As mentioned in Section 1, the maximum MAC through-
put and the satisfying QoS can only be achieved in a nonsatu-
rated operating point [3, 14], where the collision probability
is small and the packet service time is close to a constant
rate for fixed-size packets (i.e. the service time variance due
to the collision and backoff is negligible). Such observations
indicate that each node in a WLAN can be well modeled as a
G/D/1 queue, with CAC applied to maintain the WLAN at a
nonsaturated operating point. When the traffic arrival process
is known, the single-server queueing analysis can be used to
determine the appropriate service rate �μ = [μ1, μ2, . . . , μS]
that satisfies the QoS requirement of each class. In the case
with available �μ = [μ1, μ2, . . . , μS], the equation sets of
(18) and (20) can then be used to solve �p = [p1, p2, . . . , pS]
and the admission region �N = [N1, N2, . . . , NS]. Particu-
larly, we consider voice traffic modeled as on/off sources
and video traffic modeled as FBM sources; the associated
single server queueing analysis is presented in Section 2.1.

4.1 Contention window and admission region

With the service rates �μ = [μ1, μ2, . . . , μS] predetermined
by (5) or (11) under the QoS constraints, the minimum con-
tention windows

−−→
CW = [CW1,min, CW2,min, . . . , CWS,min]

and the admission region �N = [N1, N2, . . . , NS] can be
jointly solved, if the resource sharing in the WLAN is further
constrained by a certain fairness policy.

Using Vi to denote the normalized throughput of a class-i
node, we have

Vi = (1 − pmr +1
i )ρiτi ≈ ρiτi . (21)

A possible fairness policy can be the requirement that the
throughputs of different classes follow a proportional rela-
tionship as

Ni Vi

N1V1
= ri , for i = 2, . . . , S. (22)

Without loss of generality, we assume that class-1 re-
quires a high priority to access the channel and is as-
signed a small contention window as CW1,min ∈ [1, 32].
By changing CW1,min from 1 to 32 and solving the
equation sets of (18), (20), and (22) repeatedly, we can
find an optimal CW ∗

1,min , which maximizes the total re-

source utilization as
∑S

i=1 N ∗
i V ∗

i . Correspondingly, we ob-
tain the optimal contention windows for all the other classes
[CW ∗

2,min, CW ∗
3,min, . . . , CW ∗

S,min] and the maximum admis-
sion region [N ∗

1 , N ∗
2 , . . . , N ∗

S ].
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Fig. 1 End-to-end communications with downlink flows multiplexed
at AP

4.2 Multiplexing at AP

The joint contention window and admission region solu-
tion can be applied to analyze the statistical multiplexing
at the AP. As an illustration, we consider a WLAN sup-
porting N mobile nodes with an AP and each node has a
two-way voice conversation through the AP with a corre-
spondence node (CN) outside of the WLAN. The traffic in
both directions are modeled as on/off flows with the same
parameters. All the downlink flows are multiplexed at the
AP. The AP is assigned of class-1 with a minimum con-
tention window of CW1,min , and all the mobile nodes are
assigned of class-2 with a minimum contention window of
CW2,min = rCW1,min . The factor r is the CW differentiation
ratio between the two classes.

Assume that the CNs are in another two-class WLAN,
as shown in Fig. 1. The AP and the mobile node specify
a stochastic delay bound of d1 (for downlink in the desti-
nation WLAN) and d2 (for uplink in the source WLAN)
respectively to guarantee an end-to-end delay bound of
d = d1 + d2, assuming a negligible delay experienced in the
wireline network. Denote the QoS requirements as P{D1 >

d1} ≤ ε1 and P{D2 > d2} ≤ ε2. It is not difficult to see
that

P{D1 ≤ d1}P{D2 ≤ d2} ≤ P{D1 + D2 ≤ d1 + d2}
= P{D ≤ d1 + d2}. (23)

After some manipulation of (23), we can have

P{D > d1 + d2} ≤ P{D1 > d1} + P{D2 > d2}
− P{D1 > d1}P{D2 > d2}
≈ P{D1 > d1} + P{D2 > d2}
≤ ε1 + ε2. (24)

Therefore, the delay violation probabilities for the AP (ε1)
and the mobile node (ε2) can also be assigned as ε = ε1 + ε2.

To satisfy the QoS requirement, the minimum packet ser-
vice rate of the two classes should satisfy

μ1 = N Rp(tof f log ε1 − Nd1)

to f f log ε1 − Nd1/pon
(25)

μ2 = Rp(tof f log ε2 − d2)

to f f log ε2 − d2/pon
. (26)

In the two-class WLAN, the equation sets of (18) and (20)
are simplified as

p1 = 1 −
(

1 − τ2
pon Rp

μ2

)N

(27)

p2 = 1 −
(

1 − τ1
pon N Rp

μ1

)(
1 − τ2

pon Rp

μ2

)(N−1)

(28)

1

μ1
= TS1 + N

pon Rp

μ1
TS2 + 1

2

[
T C1 + N

pon Rp

μ1
T C2

]
+ W 1

(29)

1

μ2
=

[
1 + (N − 1)

pon Rp

μ2

]
TS2 + pon N Rp

μ2
TS1

+ 1

2

[(
1 + (N − 1)

pon Rp

μ2

)
T C2 + pon N Rp

μ2
T C1

]

+ W 2 (30)

To investigate the impact of the contention window on the
admission region, we consider CW1,min pre-configured, and
solve (p1, p2, r, N ) from the equation set (25)–(30).

4.3 Resource sharing between voice and video

The equation sets of (18) and (20) in fact represents a gen-
eral analytical framework which enables the analysis of re-
source sharing between voice and video traffic over a WLAN.
Consider a practical scenario, where the mobile nodes in a
WLAN also download video traffic in addition to the two-
way voice communications shown in Fig. 1. All the video
traffic is multiplexed into a video downlink buffer, indexed
as class-3, which coexists with the class-1 voice downlink
buffer at the AP. There is no up-link video traffic. Assume
that the aggregate video traffic is modeled as an FBM process
with parameters (λv, σ

2
v , Hv). We investigate the impact of

the self-similar video traffic on the voice admission region
N (i.e., the number of two-way voice conversations).

Specifically, in the voice/video integrated scenario, there
are three classes of traffic: class-1 for downlink aggregated
voice traffic, class-2 for uplink per-flow voice traffic, and
class-3 for downlink aggregated video traffic. The traffic
arrival rates are λ1 = N pon Rp, λ2 = pon Rp, and λ3 = λv .
The number of channel competing queues for each class
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are N1 = 1, N2 = N , and N3 = 1. Assume that the delay
in the wireline network is negligible, and the uplink de-
lay in the WLAN under CAC is also very small [3, 14];
thus, the end-to-end delays for voice and video are mainly
due to the queueing delays at the down-link buffers. Ac-
cording to a QoS constraint of stochastic delay bound, the
effective bandwidth requirements of μ1 and μ3 can be de-
termined according to (5) and (11), respectively. Applying
(18) and (20) to the three-class context, we can have six
equations regarding p1, p2, p3, 1/μ1, 1/μ2, 1/μ3, respec-
tively. To achieve balanced uplink and downlink throughput
for the two-way voice traffic, we can have one extra equation
as

μ1

(
1

μ1
− W 1

)
= μ2

(
1

μ2
− W 2

)
(31)

which indicates that an uplink voice frame observes the same
channel busyness ratio (CBRO) [3] as that observed by an
downlink voice frame at the balance point. Now with the
seven equations obtained above, we can then solve (p1, p2,
p3, μ2, N , CW2,min , CW3,min), if CW1,min is also given in
addition to μ1, μ3, N1, and N3.

It is noteworthy that according to Section 4.1, we may
solve (p1, p2, p3, N , CW2,min , CW3,min) from the six equa-
tions obtained from (18) and (20), with μ1, μ2, μ3, N1, N3,
and CW1,min given. We find such an approach sometimes
results in negative solutions, due to the complex correla-
tions among the multiple parameters. Therefore, we analyze
a relaxed case, where μ2 is determined by the MAC model.
Equation (31) in fact implies a downlink/uplink fairness pol-
icy that the downlink throughput at the AP should be ap-
proximately N times of the uplink throughput at a mobile
node.

5 Numerical results

In this section, we use numerical results to demonstrate that
the admission region can be significantly improved by ex-
ploiting the statistical multiplexing and properly configuring
the contention windows of different classes. The impact of
LRD traffic on the WLAN capacity is also investigated. We
use Maple [27] to obtain all the numerical results.

We consider a WLAN with the same parameters as those
used in [14], which are listed in Table 1. In addition, ACK
frames are transmitted at a basic rate of 1 Mbps, and DATA
frames at the channel rate of 11 Mbps. The on/off voice traf-
fic is considered with ton = to f f = 300 ms. During the on
periods, a one-way voice flow is generated at a rate of 32
Kbps with a fixed packet size of 160 bytes. Correspondingly,
Rp = 25 packets/s, or 5 × 10−4 packets/slot. The packet
transmission time and the packet collision time are constant

Table 1 IEEE 802.11 DCF parameters

Bit rate for DATA frames 11 Mbps
Bit rate for ACK frames 1 Mbps
Bit rate for PLCP & Preamble 1 Mbps
Slot time 20 μs
SIFS 10 μs
DIFS 50 μs
PLCP & preamble 24 bytes
MAC header 28 bytes
IP header 20 bytes
DATA frame PLCP & preamble + MAC header

+ IP header + payload
ACK fame PLCP & preamble + 14 bytes

as

TS = TD AT A + SI F S + TAC K + DI F S = 707.27us

TC = TD AT A + AC Ktimeout + DI F S = TS = 707.27us.

5.1 Accuracy of the multiplexing analysis

In the first example, we analyze an 802.11 DCF network
supporting one-way voice flows without AP. The analytical
results are then compared with the simulation results pre-
sented in [14] to demonstrate the accuracy of the analysis.

Without the AP, only class-2 mobile nodes exist. We set
CW2,min = 32, mb = 5, and mr = 7. Each node generates an
on/off voice flow. The QoS requirement at each node is set
as a stochastic delay bound of d2 = 150 ms with ε2 = 0.01
for excellent voice quality. The modeling equations of the
single-class network can be simplified as

μ2 = Rp(to f f log ε2 − d2)

tof f log ε2 − d2/pon
= 22.77packets/s

p2 = 1 −
(

1 − τ2
pon Rp

μ2

)(N−1)

(32)

1

μ2
=

[
1 + (N − 1)

pon Rp

μ2

]
TS

+ 1

2

[
1 + (N − 1)

pon Rp

μ2

]
T C + W 2 (33)

where T C = p2

1−p2
TC and τ2 is a function of p2 according

to (13), (15), and (16). From (32) and (33), we can obtain
p = 0.5048 and N = 70.43 (�N� = 70). Correspondingly,
the average backoff time W 2 = 111.87 slots.

In [14], a peak-rate based admission control is proposed.
Based on the observation that WLAN achieves the maxi-
mum throughput with satisfactory delay performance when
the channel busyness ratio reaches 0.92, the admission re-
gion based on peak rate allocation can be calculated as
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Table 2 Admission regions under different burstness parameter
and stochastic delay bound, without AP

d2 = 150 d2 = 300 d2 = 400

pon = 0.5 μ2 (pkts/s) 22.77 21.11 20.42
N 70.43 69.74 69.36
ub 0.9510 0.9518 0.9523

pon = 0.4 μ2 (pkts/s) 21.80 19.72 18.70
N 87.71 86.47 85.80
ub 0.9511 0.9523 0.9529

pon = 0.3 μ2 (pkts/s) 20.35 17.65 16.41
N 115.50 113.09 111.80
ub 0.9516 0.9536 0.9544

0.92
25×707.27×10−6 ≈ 52. However, the simulation results show
that the WLAN can in fact support up to 76 on/off voice
flows with a satisfactory delay performance. Our analyt-
ical admission region of 70 is quite close to the simula-
tion results, which demonstrates that the proposed analyti-
cal model can effectively exploit the statistical multiplexing
of on/off flows over the DCF MAC channel. Furthermore,
the channel busyness ratio obtained from our analysis is
ub = ( 1

μ2
− W 2) ∗ μ2 ≈ 0.95, which is also very close to the

optimal operating point of 0.92 found by simulations in [3,
14]. The conservativeness of the analytical admission region
is mainly due to two reasons: (1) the expression (4) used to
determine the packet service rate is a conservative estimation
of the buffer overflow probability [8]; (2) the discrete G/G/1
queue at each node is approximated by a G/D/1 queue.

5.2 Impact of the burstness and delay bound

In this example, we further investigate the impact of the
burstness and the stochastic delay bound on the admission
region. The admission regions are calculated from the equa-
tion set (32) and (33) under different pon and d2, while all the
other configurations are the same as those used in the previ-
ous example. The results are listed in Table 2, from which
we can have the following observations.

(1) With a given delay bound, the burstier the traffic source
(i.e., the smaller the pon), the lager the admission region.
The reason is that a larger statistical multiplexing gain
can be achieved over burstier traffic sources.

(2) With a given burstness parameter (i.e. the activity fac-
tor) pon , when the delay bound is increased, the calcu-
lated admission region does not increase, but decreases
slightly. Such an observation is in contradiction with the
fact that a looser QoS constraint can allow more traffic
flows in service. The analytical deviation is due to that in
the nonsaturated DCF model, the G/G/1 queue interacts
with the MAC model only through first-order statistics,
i.e. the average traffic arrival rate and average packet ser-
vice rate. In this example, when the traffic arrival rate

is given and the average service rate is predetermined
according to the delay bound, the queue is then decou-
pled from the MAC model as described by (32) and (33).
In other words, the on/off queueing effect is shielded
from the MAC model. In (33), when the required ser-
vice rate μ2 decreases with the relaxed delay bound, the
MAC channel will see the input queue with an increased
packet transmission probability ρ = pon Rp

μ2
, which leads

to a higher collision probability; therefore the obtained
admission region decreases slightly. This analytical devi-
ation can be avoided when the G/G/1 queue and the MAC
model are well coupled, which will be demonstrated in
the next example.

(3) Under all the configurations, the calculated channel busy-
ness ratio is steadily around 0.95, which is in consistent
with the observation in [3] that the optimal operating
point is insensitive to the number of active nodes.

5.3 Multiplexing at AP and contention window
optimization

In the third example, we illustrate that the statistical mul-
tiplexing gain can be further improved by multiplexing at
the AP, in a networking scenario as shown in Fig. 1. For
N mobile nodes having two-way voice conversations, there
are 2N on/off flows. For the QoS guarantee, we first con-
sider a configuration that peak rate allocation (μ2 = Rp) is
used in each mobile node for d2 = 0, and the AP guarantees
a stochastic delay bound of d1 = 150 ms with ε1 = 0.01.
Such a network can be analyzed by solving the equation set
of (25), (27)–(30).

To investigate the impact of the contention window on the
admission region, we change the value of CW1,min from 1 to
86 and solve (p1, p2, r, N ) for each value, correspondingly.
The obtained “2N vs. CW1,min” and “r vs. CW1,min” curves
are plotted in Fig. 2, with pon = 0.5 and 0.3, respectively.
From the figure, we have the following observations.

(1) An optimal CW1,min exists to maximize the admission
region, and the optimal CW differentiation ratio also
varies with CW1,min . In Fig. 2(a), under tof f = 300 ms,
pon = 0.5, the maximum admission region 2N ≈ 89.41
(�2N� = 89) is achieved at CW ∗

1,min = 12, where r ≈
24; the region is increased by 89−70

70 ≈ 27.14%, com-
pared to the case without the AP, due to the extra statisti-
cal multiplexing gain at the AP. Note that the contention
window differentiation is implicitly required by the fair-
ness rule of balanced downlink/uplink throughput.

(2) Comparing Fig. 2(a) to Fig. 2(b), we can see that when
the input sources are burstier with a smaller pon = 0.3,
the maximum admission region increases considerably
due to a lower average source rate and efficient statisti-
cal multiplexing. In Fig. 2(b), the maximum admission
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Fig. 2 The impact of the contention window on the admission region when downlink flows are aggregated at the AP, with d1 = 150 ms, d2 = 0,
tof f = 300 ms. (a) pon = 0.5, (b) pon = 0.3

region 2N ≈ 148.86 is also achieved at CW ∗
1,min = 12,

with an increase of 148−115
115 ≈ 28.70% compared to the

case without the AP (the results in Table 2).
(3) We have the same CW ∗

1,min in Fig. 2(a) and 2(b), showing
that the CW ∗

1,min is insensitive to pon .
(4) We also calculate the curves as those given in Fig. 2,

with to f f changing to 600 ms for pon set as 0.5 and 0.3,
respectively. We have the same observations as those
in the case of tof f = 300 ms. When we compare the
corresponding curves obtained with to f f = 300 ms and
600 ms, respectively, we can see that the variation of to f f

affects the size of CW ∗
1,min , which changes to 8 when

tof f increases to 600 ms. In addition, the maximum ad-
mission region under to f f = 600 is slightly smaller than
the corresponding one under to f f = 300. The reason is
that with a given pon , a larger tof f implies a larger ton . As
Rp > μ1, a mobile node performs like a saturated node
at the “on” state; a longer “on” period is prone to cause
more collisions and thus a smaller admission region.

QoS-Relaxation Effect – With downlink multiplexing at
the AP, we also investigate the impact of QoS requirement on
the admission region. In Fig. 3, the admission regions under
two different stochastic delay bounds are compared. With a
looser delay constraint of 400 ms, the maximum admission
region achieved is larger than that with a delay constraint of
150 ms, where the CW ∗

1,min for these two cases are 12 and
8, respectively. The QoS-relaxation effect is more obvious
when CW1,min is larger than the optimal size.

In Section 5.2, we pointed out that the QoS-relaxation
effect is not properly captured, when the G/G/1 queue is de-
coupled from the MAC model. However, with the AP multi-
plexing, we can see that the equation set for the G/G/1 queue
and the MAC model, i.e. (25), (27)–(30), are well coupled
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Fig. 3 The impact of the QoS requirement on the admission region
when downlink flows are aggregated at the AP, with d2 = 0, tof f = 600
ms, pon = 0.5

in solving the admission region. To further demonstrate the
QoS-relaxation effect, we recalculate the admission regions
under the burstness and delay configurations given in Table
2, with CW1,min = 10 and r = 20. The results are listed in
Table 3, where the admission region increases with the re-
laxed delay constraint. The effective bandwidth of a down-
link flow, i.e. μ1/N , is also presented in the table, which is
very close to the average packet arrival rate, reflecting the
efficient resource utilization by statistical multiplexing [11].
We also give the channel busyness ratios seen by a mobile
node and by the AP, i.e. uM N

b and u AP
b . In all the configu-

rations, we have uM N
b ≈ u AP

b , which implies that the con-
tention window differentiation guarantees the fair resource
sharing between the uplink and downlink traffic. Moreover,
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Table 3 Admission regions under different burstness parameter
and stochastic delay bound, with downlink multiplexing at AP

d2 = 150 d2 = 300 d2 = 400

pon = 0.5 μ1

N (pkts/s) 13.68 13.11 12.96
2N 88.32 90.16 90.65
uM N

b 0.9015 0.8994 0.8988
u AP

b 0.9166 0.9182 0.9186
pon = 0.4 μ1

N (pkts/s) 10.94 10.47 10.36
2N 110.43 112.76 113.36
uM N

b 0.9014 0.8992 0.8986
u AP

b 0.9166 0.9183 0.9187
pon = 0.3 μ1

N (pkts/s) 8.13 7.82 7.74
2N 147.88 150.71 151.43
uM N

b 0.9008 0.8988 0.8983
u AP

b 0.9170 0.9185 0.9189

Table 4 Admission regions under different QoS configurations

ε1

0.0005 0.0025 0.0050 0.0075 0.0095

d1 = 50 ms 82.62 84.27 85.04 85.51 85.79
d1 = 100 ms 86.82 87.80 88.21 88.45 88.58

we again find that the channel busyness ratios are all close
to the optimal operating point of 0.92 given in [3].

Delay over Two Hops – The statistical multiplexing ef-
fect at the AP can also be illustrated by investigating the
admission regions under different delay configurations over
the uplink and downlink. In Table 4, we list the admission
regions obtained at CW1,min = 12, under different combi-
nations of (d1, d2, ε1, ε2) while maintaining d1 + d2 = 150
ms and ε1 + ε2 = 0.01. From the table we can see that, the
looser the QoS constraint on the AP, the larger the admission
region. The reason is that the looser QoS constraint allows
better exploitation of the statistical multiplexing effect at the
AP; the peak rate allocation at mobiles nodes (i.e. maximum
delay allowed at the AP) can therefore lead to the maximum
admission region.

5.4 Impact of the self-similar traffic

In this example, we give a numerical analysis of the sce-
nario described in Section 4.3, where a downlink video
queue, indexed as class-3, shares the resources with two-way
voice conversations. We consider on/off voice flows with
to f f = 300 ms and pon = 0.5. The downlink video traffic is
modeled as a FBM process, and we assume that it consumes
the bandwidth approximately as much as 20 voice flows.
Particularly, λv = 20pon Rp, σ 2

v = 0.8λv , and the value of H
is changed to reflect the degree of long-range dependence.
The stochastic delay bounds for both video and voice traffic
(at the downlink queues) are set as 150 ms with violation
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Fig. 4 The impact of the LRD video traffic on the voice admission
region

probability bound of 0.01. Given a value of H , we can solve
the admission region N of voice traffic according to the ana-
lytical model presented in Section 4.3. Specifically, we solve
the parameters (p1, p2, p3, μ2, N , CW2,min , CW3,min) from
(18), (20), and (31).

With H changing from 0.5 to 0.74 at a step size of 0.02
and CW1,min changing from 8 to 160 at a step size of 4, the
three-dimensional plot “N vs. H and CW1,min” is shown in
Fig. 4. From the figure, we have the following observations.
(1) For a given value of H (i.e., a given level of LRD in
the video traffic), an optimal CW ∗

1,min exists in the three-
class scenario which leads to the maximum voice admission
region. The optimal contention window configuration for
other two classes can also be obtained correspondingly. (2)
For a given CW1,min , the impact of the H value on the voice
admission region is also clearly demonstrated in the figure.
When the value of H increases, the voice admission region N
decreases considerably. The reason is that a larger Hurst pa-
rameter represents a stronger long-range dependence within
the video traffic, which requires a larger service capacity to
maintain the QoS level of the video traffic [25, 26]; therefore,
the leftover capacity for voice traffic reduces. For example,
when H = 0.5, the FBM process is a self-similar Gaussian
process but with short-range dependence; we find that the
optimal voice admission region is �2N ∗� = 66, which is
less by 22 voice flows than the admission region without
video traffic (compared to the result given in Table 3). The
result is intuitively reasonable, as the video traffic under our
consideration is approximately equivalent to an aggregate of
20 voice flows and an SRD Gaussian process is a reasonable
model for the traffic aggregate according to the Central Limit
Theorem. However, when H increases to 0.74, the admission
region �2N ∗� reduces to 44. (3) The value of H also impacts
the configuration of the optimal contention windows. For a
better illustration, the “N vs. CW1,min curves under different
H values are plotted in Fig. 5. From the figure, it can be seen
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Fig. 5 The impact of the LRD video traffic on the contention window
configuration

that CW ∗
1,min increases along with the increment of H in the

particular example considered here.

6 Conclusions

In this paper, we present an analytical framework to study
the QoS provisioning and resource allocation in a multiclass
DCF WLAN. In particular, the G/G/1 based nonsaturated
DCF model [15, 16] is extended to include the class differ-
entiation. Mobile nodes belonging to different classes may
have heterogeneous traffic arrival processes with different
QoS requirements, and each class is assigned a unique con-
tention window by the DCF for services differentiation. As-
suming admission control in place, the single server queueing
analysis for both SRD on/off sources and LRD FBM traffic
is integrated with the multiclass nonsaturated DCF model,
to analytically investigate the admission region, statistical
multiplexing gain, impact of self-similarity or long-range
dependence, and optimal configuration of contention win-
dows. The accuracy of the proposed analysis and the statis-
tical multiplexing gain are validated by comparing our ana-
lytical results with the simulation results presented in [14].
We also present numerical results to demonstrate that the
statistical multiplexing can be further improved by multi-
plexing downlink flows at the access point, while the fair
resource sharing between the downlink and uplink traffic is
achieved by an optimal contention window design. More-
over, the admission region in a video/voice integrated sce-
nario is also numerically investigated, where the video traf-
fic is modeled as an FBM process. For further work, we are
working to achieve the generality of the proposed analyt-
ical framework for analyzing any CSMA/CA based MAC
protocol.

Appendix: Calculation of the transmission collision time

When all the nodes in a WLAN have the same packet load and
therefore the same packet transmission time, the duration of
a transmission collision is the same as a packet transmission
time. However, if the nodes associated with different classes
have different packet loads and therefore different packet
transmission times, the duration of a transmission collision
will depend on the nodes involved in the collision.

With a random selection of the backoff counter, it is not
difficult to prove that most of the collisions happen between
two nodes. Consider a tagged class-i node in transmission,
and use ps|i to denote the conditional probability that a class-
s node is transmitted in the same time slot with the tagged
class-i node, leading to a collision. We have

pi |i =
(

Ni − 1

1

)
qi

(
1 − qi

)Ni −2 ·
S∏

j=1, j �=i

(1 − q j )
N j (34)

ps|i =
(

Ns

1

)
qs(1 − qs)Ns−1 · (1 − qi )

Ni −1 ·
S∏

j=1, j �=i,s

(1 − q j )
N j

for s �= i. (35)

The duration of a transmission collision that a class-i node
experiences can be calculated as

TCi ≈
S∑

j=1

p j |i
Pnorm,i

max(TSj , TSi ), i = 1, . . . , S (36)

where

Pnorm,i =
s∑

j=1

p j |i = P{tagged node collides with another}.

(37)

From (37) and (19), we can obtain T Ci .
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