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Abstract—The performance of remote estimation over wireless
channels is strongly affected by sensor data losses due to inter-
ference. Although the impact of interference can be alleviated by
applying cognitive radio technique which features in spectrum
sensing and transmitting data only on clear channels, the intro-
duction of spectrum sensing incurs extra energy expenditure. In
this paper, we investigate the problem of energy-efficient spec-
trum sensing for remotely estimating the state of a general linear
dynamic system, and formulate an optimization problem which
minimizes the total sensor energy consumption while guaranteeing
a desired level of estimation performance. We model the problem
as a mixed integer nonlinear program and propose a simulated
annealing based optimization algorithm which jointly addresses
when to perform sensing, which channels to sense, in what order
and how long to scan each channel. Simulation results demonstrate
that the proposed algorithm well balances the sensing energy
and transmission energy expenditure and can achieve the desired
estimation performance.

Index Terms—Cognitive radio, energy efficiency, optimization,
simulated annealing, spectrum sensing, state estimation.

I. INTRODUCTION

E STIMATING the states of dynamic processes is a fun-
damental task in many real-time applications such as

environment monitoring, health-care, smart grid, industrial
automation and wireless network operations [2]–[4]. Among
existing estimation algorithms, we consider Kalman filtering
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[5], which has been widely applied for estimating the state of
wireless channels [6], local power of a mobile station in cellular
networks [7], and number of active terminals in wireless local
area networks [8], [9], etc.

In many cases, sensor measurements are transmitted through
wireless media to a remote estimator (or controller) which then
performs state estimation and makes certain decisions based on
the estimation results. However, due to factors such as interfer-
ence, sensor packets may randomly get lost before successfully
arriving at the estimator. Under packet losses, the estimator has
intermittent observations of the dynamic process such that the
amount of information for state estimation is decreased, which
can significantly affect the estimation performance. Kalman
filter has been shown optimal for estimating linear processes
with lossy measurements; however, the estimation stability
imposes strict constrains on the packet loss rate [5], [10],
[11]. Many existing studies only consider one wireless channel,
while practically we can have multiple accessible channels
which may help reduce packet loss.

Multi-channel wireless communications can significantly re-
duce interference and improve the communication throughput
[12]. To alleviate the impact of interference and improve es-
timation performance, a promising solution is to explore the
availability of multiple channels using cognitive radio (CR)
technology [13] for sensor data transmission. With the CR
technology, before accessing a channel, a sensor performs
spectrum sensing to assess the availability of that channel. In
such a “listen before talk” manner, the sensor transmissions can
avoid heavy interferences from other transmissions on the same
channel and hence the sensor packets become less likely to get
lost. As a result, the estimation performance is expected to be
improved.

In the literature, a lot of studies focus on spectrum sensing
efficiency to improve network throughput [14]–[17], while only
a few consider the design and evaluation of spectrum sensing
for the state estimation problem [18], [19]. However, studies
in [18], [19] focus on actively applying spectrum sensing to
improve estimation performance, without taking the critical and
challenging energy efficiency issue into account. Since both
data transmission and spectrum sensing are energy consum-
ing, the system energy efficiency leads to a tradeoff between
spectrum sensing and transmission. In this paper, we inves-
tigate the problem of energy-efficient spectrum sensing for
state estimation. Specifically, with the objective to minimize
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energy consumption with guaranteed estimation performance,
we investigate the following fundamental questions:

• When to perform spectrum sensing?
• Which channels to sense?
• In what order to scan the channels?
• How long to spend on scanning each channel?
The first question relates to the problem of scheduling sen-

sor activities. The second and third questions concern about
channel selection and channel sensing order. The last question
arises because both sensing accuracy (and hence estimation
performance) and energy consumption depend on the sensing
time. Although there are some studies on each of the above
questions [20]–[27], there lacks a holistic solution to these
questions in the context of state estimation.

In thispaper,westudytheproblemofenergy-efficient spectrum
sensing strategy for state estimation, aiming at systematically
addressing the above four fundamental issues. Specifically,
focusing on a general linear dynamic process, we consider the
problem of minimizing the energy consumption of the sensor
while guaranteeing a desired level of estimation performance.
The main contributions of this paper can be summarized as
follows. 1) We provide a cyber-physical model of the whole
system for state estimation and formulate the above optimiza-
tion problem as a mixed integer nonlinear program (MINLP),
subjecting to an estimation performance constraint. 2) We first
exploit the single-channel case and derive a condition under
which the estimation error covariance is stable in mean sense.
Since the mean estimation error covariance is usually a random
value and may vary slightly but not converge along time, the
explicit expression for the mean estimation error covariance is
difficult to obtain. We thus resort to a close approximation of
the constraint which results in an approximated optimization
problem whose solution suffices the original problem. We also
provide analytical results of the optimization solution. 3) We
extend the approximate MINLP formulation into the general
multi-channel case and propose an algorithm based on both
Lagrange multiplier method and simulated annealing. The
new algorithm can jointly determine all of the following: the
optimal sensing schedule, the optimal set of channels to sense,
the optimal channel sensing order and the optimal sensing time
on each channel. 4) Extensive simulation results demonstrate
that the proposed algorithm well balances the sensing energy
and transmission energy expenditure and can achieve the
optimal goal. To the best of our knowledge, we for the first time
formulate and address the energy efficiency issue in spectrum
sensing based state estimation over multiple wireless channels.

Some primary results have been presented in [1]. The re-
mainder of the paper is organized as follows. Section II presents
more related work. Section III presents system model and the
optimization problem. The problem in the single-channel case
is solved in Section IV. Extension to multi-channel cases is
presented in Section V. Section VI presents simulation results,
and Section VII concludes the paper.

II. RELATED WORK

The stability of Kalman filter under random packet losses has
gained intensive studies recently. In the case that the packet

losses are independently and identically distributed, the esti-
mation error (in mean square sense) is stable only when the
packet loss rate is below a certain bound [5]. Recently, there
has been a large volume of literature investigating the problem
of state estimation stability in various wireless communication
situations, e.g., Markovian and semi-Markov packet losses [10],
[28] and more general packet loss processes [11]. These results
explicitly show that the estimation stability heavily depends on
the packet loss process. However, most studies consider only
one wireless channel for sensor data transmission.

Basically, there are two major challenges in the application
of spectrum sensing for remote state estimation over multiple
wireless channels. First, the spectrum sensing results may be
inaccurate [26], which in turn affects the subsequent trans-
mission successfulness and consequently the estimation per-
formance. For example, spectrum sensing on a busy channel
may mistakenly indicate that the channel is currently idle, and
a subsequent transmission on it will get collided and probably
lost. Considering that multiple channels can be accessed for
sensor data transmission, Ma et al. derive an optimal estimation
algorithm and analyze the estimation stability assuming a semi-
Markov channel model and accurate spectrum sensing [18],
[29]. With inaccurate spectrum sensing, the question of whether
and to what extent the state estimation performance can be
improved is addressed in [19].

Energy efficiency is an important design issue for today’s
wireless systems [30]–[33]. System energy efficiency is the
second challenging issue which further introduces the sensor
scheduling, channel selection, sensing order and sensing time
optimization problems. It has been proved that the optimal data
transmission schedule can be approximated by periodic (not
necessarily strictly periodic) scheduling with arbitrarily close
performance [34]. From the energy perspective, for a class of
state estimation problems over a finite long time horizon, it
also has been shown that the optimal sensor schedule is to
distribute the data transmission time along the time horizon as
uniform as possible [20]. These studies focus on scheduling the
transmitting time; while in our case, we consider scheduling
the spectrum sensing time. Aside from the fact that they only
consider one channel, a major difference in our case is that,
after carrying out sensing, the sensor may not transmit data if
the sensing result indicates that the channel is unavailable.

The problems of channel selection and channel sensing order
are mostly studied within the communication community. A
three-step channel selection mechanism is proposed to maxi-
mize the channel efficiency of cognitive radio users [21]. In
[22], a polynomial-time algorithm is designed to select chan-
nels out of a set of candidates to optimize user profit (e.g.,
throughput). The optimal channel sensing order in cognitive
radio networks also has been investigated and effective search-
ing algorithms have been designed in the literature [23], [25].
While many existing studies target at maximizing the overall
throughput, in this paper, we emphasize on the reliability of
each sensor transmission. Moreover, rather than continuously
transmit a considerable amount of data after sensing an idle
channel, the transmission in our case happens sporadically (as
a consequence of spectrum sensing scheduling) and each time
only the latest sensor packet is transmitted for state estimation.
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Fig. 1. A cyber-physical view of the system architecture.

The optimal sensing time problem for spectrum efficiency
maximization has been studied in [26]. Applying the cognitive
radio technique to the communications between power con-
sumers and the control unit in smart grid, the work in [27]
shows that there exists a unique optimal sensing time which
yields maximal system profit.

III. SYSTEM MODEL AND PROBLEM SETUP

In this paper, we focus on the problem of remotely es-
timating the state of a generic discrete-time linear dynamic
system, one of the most widely studied dynamic system models.
Examples are the channel coefficients dynamics [6] and the
shadow process dynamics [7], where the system states are
channel coefficients in MIMO networks and shadowing power
fluctuations in cellular environment, respectively. Both of them
also adopt linear measurement models (e.g., the measurement
of received signal is modeled as a linear combination of channel
coefficients and a channel thermal noise [6]). In other applica-
tions such as environment monitoring, mobile target tracking
and industrial process control, linear systems are often adopted
to model the dynamic processes therein as well as sensor
measurements [2].

Consider that the process is periodically sampled by a wire-
less sensor and the measurement data will be transmitted to a re-
mote estimator. At the beginning of each sampling period (also
called step), the sensor first takes a measurement of the target
dynamic system state and transmits this measurement packet to
the remote estimator over a wireless channel. The sensor data
transmission is augmented by the spectrum sensing technique.
A transmission will be unsuccessful, i.e., a packet drop will
happen, if the sensor transmits the packet when the channel is
busy. The whole system can be described from a cyber-physical
point of view. Fig. 1 illustrates the interactions between the
cyber and physical spaces for state estimation over one wireless
channel. The main notations used throughout this paper are
listed in Table I. We use boldface lowercase and uppercase
letters to represent column vectors and matrices, respectively.
E[·] and P[·] denote the expectation and probability of a random
variable, respectively. (·)T denotes the transpose of either a
vector or a matrix while trace(·) denotes the trace of a matrix.

A. Physical Space

The target dynamic system is modeled as follows (the discrete-
time steps are determined by the sensor’s sampling period Ts):

xk+1 = Axk +wk, (1)

TABLE I
BASIC NOTATIONS

where x ∈ R
q1 is the system state and q1 is its dimension, w

is the system noise with E[wkwT
k ] = Q ≥ 0.1 A is a constant

square matrix modeling the state dynamics in two successive
time steps. Assume that (A,Q

1
2 ) is controllable [5].

The sensor measurement of the system state in kth step is
modeled as

yk = Cxk +vk, (2)

where v is the measurement noise with E[vkvT
k ] = R ≥ 0 and

E[wivT
j ] = 0. y ∈ R

q2 (where q2 is its dimension) and C ∈
R

q2×q1 . Both w and v are assumed Gaussian with zero means.
Assume that C has full column rank for simplicity.

The estimator applies the following modified Kalman Fil-
ter [5] to estimate the system state x recursively. Given the
system functions as shown in (1) and (2), define x̂k|k−1 and
x̂k|k as the prediction and estimate of the system state at step

k, respectively. Define Pk|k−1
Δ
= E[(xk − x̂k|k−1)(xk − x̂k|k−1)

T ]

and Pk|k
Δ
= E[(xk − x̂k|k)(xk − x̂k|k)

T ] as the covariance of the
prediction and estimation errors, respectively. The prediction
can be calculated based on the system model in (1) as follows.{

x̂k|k−1 = Ax̂k−1|k−1,
Pk|k−1 = APk−1|k−1AT +Q.

(3)

As mentioned above, packets may be dropped. Let γk ∈
{0,1} represent whether the measurement packet is dropped
or successfully received by the estimator in step k, i.e., γk = 1
if received and γk = 0 otherwise. P[γk = 1] characterizes the
successful packet transmission rate which will be elaborated
in the next subsection. In the case of γk = 1, according to the
standard Kalman filter design, the state estimate can be updated
as follows:⎧⎨

⎩
x̂k|k = x̂k|k−1 +Kk(yk −Cx̂k|k−1),

Kk
Δ
= Pk|k−1CT

(
CPk|k−1CT +R

)−1
,

Pk|k = (I−Kk)Pk|k−1,
(4)

with a given initial value P1|0 ≥ 0, where I is an identity
matrix of compatible dimension. Otherwise, without receiving
the measurement of the current system state from the sensor,
the estimator has to use the prediction to update its estimate [5],

1For any square matrix M, by M ≥ 0 (or M > 0) we mean that M is a semi-
positive (or positive) definite matrix. For any two square matrices M1 and M2
of the same dimension, M1 ≥ M2 means that M1 −M2 ≥ 0.
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i.e., x̂k|k = x̂k|k−1 and Pk|k = Pk|k−1. Obviously, the estimation
performance relies on the random variables {γ1, . . . ,γk}.

B. Cyber Space

The main task of the cyber sub-system is to decide whether
to sense the channel and to transmit the measurement packet in
each step. For ease of exposition, we focus on a single channel
in this section. Extension to the multi-channel case is presented
in Section V.

1) Channel Model: Let tI and tB represent the idle and busy
periods of the channel, respectively. They model the activities
of all users other than the sensor on that channel over a long
time. Assume that tI and tB obey certain distributions as tI ∼
ΓI(·) and tB ∼ ΓB(·), where ΓI and ΓB are the cumulative
distribution functions of tI and tB, respectively. Let E[tI ] and
E[tB] be the average idle and busy periods, respectively. Define

ρ =
E[tB]
E[tI ]

, (5)

which is an important characteristic of the channel. The proba-
bilities that the channel is idle and busy are respectively

pI =
1

1+ρ
and pB =

ρ
1+ρ

. (6)

We assume that the sensing time τ is bounded within [0, τ̄]
and is small enough such that the channel state does not
change during the sensing time. The sampling period Ts �
max(E[tB],E[tI ]), so that the packet drop rate in the current
sampling period is irrelevant with that in previous steps. Based
on this, the measurement packet drop rate, i.e., P[γk = 0], also
can be deemed time-independent.

Once the channel is idle at time t and the sensor transmits a
packet from t, the transmission may still be unsuccessful if the
channel enters a busy period during [t, t + tx]. Let t̃I be the time
that the channel remains in idle state, given that it is currently
idle. According to [35], the probability density function of t̃I
can be expressed as 1

E[tI ]
[1−ΓI(t̃I)]. Then, the probability that

t̃I will last for at least tx period of time (i.e., the transmission
during [t, t + tx] is successful) is

η =P[t̃I > tx] = 1−P[t̃I < tx]

=1− 1
E[tI ]

∫ tx

0
[1−ΓI(t)] dt. (7)

As a popular channel model [26], [36], both the busy and
idle periods are assumed following Poisson distributions with
mean values E[tB] = 1

β and E[tI ] = 1
α , respectively. In this case,

ΓI(t) = 1− e−αt , ΓB(t) = 1− e−βt and η can be simplified as

η = 1−α
∫ tx

0
e−αt dt = e−αtx .

2) Channel Sensing: Before transmitting a packet, the sen-
sor must check the channel state and transmit packet only
when the channel is in its idle state. The sensing process lasts
for a period of τ, during which the sensor mainly analyzes
signals received from the channel and then decides whether the
channel is idle or not. Among channel sensing strategies, energy
detection is one of the most popular methods [26], [37]. An

important drawback of this technique is that the sensing results
may be inaccurate, e.g., the sensing process may mistakenly
report idle state of the channel when it is actually busy. Let sc

be the sensing outcome (with 0 indicates idle and 1 otherwise)
and define following two probabilities.

pd =P[sc = 0| channel idle] = Q
(
(1− εd)

√
τW

)
, (8)

p f =P[sc = 0| channel busy] = Q
(
(1− ε f )

√
τW

)
, (9)

where εd > ε f > 0, W is the channel bandwidth, and Q(z)
Δ
=

1√
2π

∫ ∞
z e−

τ2
2 dτ. pd and p f are called the correct and false detec-

tion probabilities, respectively. Equations (8) and (9) and more
details about energy detection are presented in Appendix A.

After sensing the channel, the sensor will transmit packet
only if the sensing result indicates an idle channel. Thus, the
transmission probability is

ptx = pI pd + pB p f =
1

1+ρ
(pd +ρp f ). (10)

Define a sequence of variables {θk ∈ {0,1}}k≥1 as

θk =

{
1, if to sense the channel in step k,
0, otherwise.

(11)

Under the case that θk = 1, the successful packet transmis-
sion rate can be given as follows.

γ Δ
= P[γk = 1|θk = 1,sc,k = 0] = pIηpd =

η
1+ρ

pd , (12)

where sc,k is the channel sensing result at step k.

Let Θ Δ
= {k|θk = 1} be the channel sensing schedule. Define

Θ̄ = limt→∞
1
t ∑t

k=1 θk.

C. Problem Formulation

Let es and etx denote the amounts of energy consumed by the
sensor for sensing the channel and transmitting a measurement
packet, respectively. If channel sensing is performed in step
k, the average amount of energy consumed by the sensor in
this step isϕs = τes + ptxetx. Therefore, under schedule Θ, the
average energy consumption in a single step is

ϕ̄ =
1

Θ̄
ϕs =

1

Θ̄
(τes + ptxetx). (13)

As can be seen, we take both spectrum sensing energy and
data transmission energy into account. Since we focus on the
energy consumption of the sensor, the receiving energy at
the remote estimator (which is supposed to have much richer
energy resource) is not considered in our optimization problem.
For the sensor, according to (13) and (10), the probability that
it transmits measurement packets depends on the spectrum
sensing results and further on the sensing time τ, in which
sense the transmission energy depends on how much energy is
spent on sensing the channels. Another fact is that the spectrum
sensing energy is the energy expenditure for the sensor to
receive and determine whether the channel state by means
of energy detection. Since the communication energy often
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dominates others, our optimization objective function in terms
of the sum of spectrum sensing energy and transmission energy
can be viewed as the total energy that the sensor spends for both
receiving and transmitting.

The estimation performance can be characterized by the

error covariance Pk|k−1. Hereafter, Pk
Δ
= Pk|k−1 for ease of

presentation. Based on the estimation process in Section III-A,
we can see that Pk is a function of the random variable γk;
hence it is both random and time-varying and may not converge
along an infinite horizon. Therefore, we consider the long-time
average of the expected Pk, i.e., 1

L ∑L
k=1E[Pk], where L is a

sufficiently large number. We aim to bound the average value
below a user defined threshold P̄. Our optimization problem can
be formulated as follows.

Problem 1: Find the optimal schedule Θ and channel sensing
time τ to ⎧⎪⎨

⎪⎩
min
Θ,τ

ϕ̄ = 1
Θ̄ (τes + ptxetx)

s.t. 1
L ∑L

k=1E[Pk]≤ P̄,
0 ≤ τ ≤ τ̄.

(14)

In the above, the objective is a function of the channel
sensing time τ, the sensing schedule Θn, the channel sensing
accuracy (pd and p f ) and the characteristics of the channel (pI

and pB). Meanwhile, as discussed in the physical space model,
the estimation performance depends on the successfulness of
packet transmissions {γk} which further depends on the sens-
ing accuracy and channel characteristics. Therefore, both the
objective and constraints of Problem 1 depend on the models
of both cyber and physical spaces of the whole cognitive radio
enabled state estimation system.

In this paper, we restrict our attention to strict periodical

sensing schedule, i.e., Θ = Θn
Δ
= {0,n,2n, . . .}= {ki|ki = in, i ∈

N
+∪{0}}. In this case, the objective reduces to

min
n,τ

ϕ̄ =
1
n
(τes + ptxetx). (15)

For an arbitrary schedule Θ, the optimization problem be-
comes significantly complicated since the solution space for Θ
is infinitely large even if Θ̄ is small. As presented in Section II,
prior studies show that periodic schedules can approximate the
optimal state estimation performance with arbitrary accuracy,
which encourages us to focus on periodic schedule. Another
reason for considering periodic schedule lies in its simplicity
and ease of implementation.

As can be seen, Problem 1 is an MINLP. The problem in the
case of multiple channels involves extra decision variables such
as the set of channels to be sensed and the sensing order and is
formulated in Section V.

IV. OPTIMIZATION IN SINGLE-CHANNEL CASE

Since we impose strict bound on the mean square estimation
error in the optimization problem, a necessary condition is that
the mean square estimation error is finite (i.e., the estimation
is stable), to ensure the problem feasibility. Therefore, in this
section, we first examine the stability of the estimation error
in mean square sense. Then we present problem approximation
which ensures the problem tractability.

A. Estimation Stability

To satisfy the constraints in (14), {E[Pk]} must be stable,
i.e., E[Pk] < ∞,∀k ≥ 1. For any k ≥ 1, if θk = 1, based on the
estimation process in Section III-A, we have

Pk =APk−1AT +Q

− γkAPk−1CT (CPk−1CT +R
)−1

CPk−1AT

=(1− γk)APk−1AT +Q

+ γkA
(
P−1

k−1 +CT R−1C
)−1

AT

=(1− γk)APk−1AT +Q+ γkAϒk−1AT , (16)

where ϒk−1
Δ
= (P−1

k−1 +CT R−1C)−1. Since P−1
k−1 ≥ 0, ϒk−1 is

upper-bounded by (CT R−1C)−1 (notice that C has full column
rank) [19]. Otherwise, θk = 0, which is similar to the case that
the measurement packet gets lost. That is, Pk = APk−1AT +Q.
Therefore, we can write compactly that Pk = hθkγk(Pk−1) with

hθkγk(Pk−1)
Δ
= APk−1AT +Q

−θkγkAPk−1CT (CPk−1CT +R
)−1

CPk−1AT . (17)

We can obtain the following condition for the stability of
{E[Pk]} which is both necessary and sufficient. The proof is
provided in Appendix B.

Theorem 1: ∀n ≥ 1, {E[Pk]} is stable if and only if

(1− γ)λ2n
max(A)< 1, (18)

where λmax(A) is the maximum absolute values of matrix A’s
eigenvalues.

Since pd ≤ 1, (12) gives that γ ≤ η
1+ρ . Therefore, an upper

bound of n can be obtained based on (18) as follows.

n ≤ n̄1 =

{⌈
ln(1+ρ)−ln(1+ρ−η)

2ln(λmax(A))

⌉
−1, if λmax(A)> 1,

∞, otherwise.
(19)

B. Problem Approximation

As shown in (16), since Pk−1 appears in the inverse term of
ϒk−1, E[Pk] will depend on all possible values of the random
sequence {γk}k≥1. In this case, E[Pk] may not necessarily
converge to a steady value.2 As a result, it is mathematically
difficult to obtain the long-term average of E[Pk]. Instead, for
the problem tractability, we resort to an upper bound of E[Pk]
to sufficiently satisfy the constraint in Problem 1. Based on
Lemma 1 in [5], hγ(·) is a concave function. Thus, applying
Jensen’s inequality and noticing that E[Pk] = h0(E[Pk−1]) if
θk = 0, we get that E[Pk] ≤ hθkγ(E[Pk−1]). Define a new
sequence {Yk} with

Yk
Δ
= hθkγ(yk−1). (20)

Then, E[Pk] ≤ Yk if we let Y0 = P0. Thus, {Yk} serves as an
upper-bound sequence of {E[Pk]}.

2An example in Section VI shows that E[Pk] always varies along time.
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Fig. 2. Approximation error. We use matrix trace to produce scalar values as
measures of the estimation performance.

Lemma 1: If condition (18) holds, there exists a unique value
Ȳ(γ,n) such that

lim
L→∞

1
L

L

∑
k=1

Yk = Ȳ(γ,n). (21)

In addition, Ȳ(γ,n) is monotonically decreasing as either γ
increases or n decreases.

Therefore, for a sufficiently large L,

1
L

L

∑
k=1

E[Pk]≤
1
L

L

∑
k=1

Yk → Ȳ. (22)

In this sense, the constraint in Problem 1 can be approxi-
mated as Ȳ(γ,n)≤ P̄.

Remark 1 (Approximation Error): The approximation error
is mainly caused by the application of Jensen’s inequality. To
characterize the approximation error, we consider the following
lower bound of the long-term average of E[Pk]. Define a new
sequence {Pk} with

Pk =(1−θkγk)APk−1AT

+θkγkA
(
Q−1 +CT RC

)−1
AT +Q},

and P0 = P0. By Theorem 5 in [19], we can prove that Pk ≤
Pk,∀k, and that

E[P∞]
Δ
= lim

k→∞
E[Pk]

=
∞

∑
κ=0

(1− γ)κAκ [γA(Q−1 +CT RC)−1AT +Q
]
(AT )κ,

where the infinite summation yields a finite value since
(1− γ)λ2

max(A) < 1 which is ensured by condition (18) as in
Theorem 1. In fact, E[P∞] is the unique solution of the
Lyapunov equation X = (1 − γ)AXAT + γA(Q−1 +
CT RC)−1AT + Q. Therefore, the approximation error is
bounded by

1
L

L

∑
k=1

Yk −
1
L

L

∑
k=1

E[Pk]≤
1
L

L

∑
k=1

(Yk −Pk)→ Ȳ−E[P∞].

To show the approximation error, we conduct simulations
using the same settings as in Section VI. The results are shown
in Fig. 2. As illustrated, both the true approximation error and
its bound as presented above are very low.

Due to the monotonicity of Ȳ(γ,n) in γ, it is equivalent to say
that γ ≥ γ(n) where γ(n) is the unique solution of γ to Ȳ(γ,n) =
P̄. On the other hand, since γ ≤ η

1+ρ , the inequality Ȳ( η
1+ρ ,n)≤

Ȳ(γ,n)≤ P̄ yields another upper bound on n:

n ≤ n̄2 = max

{
ñ|Ȳ

(
η

1+ρ
, ñ

)
≤ P̄

}
< ∞. (23)

Therefore, we obtain an approximation of Problem 1 as below.
Problem 2: Find the optimal schedule Θn and channel sens-

ing time τ to ⎧⎪⎪⎨
⎪⎪⎩

min
n,τ

ϕ̄ = 1
n (τes + ptxetx)

s.t. γ ≥ γ(n),
n ≤ n̄ = min{n̄1, n̄2},
0 ≤ τ ≤ τ̄.

(24)

The solution to the above problem will be presented in
Section V since Problem 2 is a special case of Problem 1
for multi-channel cases. For the single-channel optimization
problem, according to the analysis below, the objective is either
convex or concave but monotone in τ while the constraint is
monotone. Therefore, the optimal solutions can be obtained by
considering the four scenarios in the next sub-section.

C. Analysis of the Optimal Solution

Given any n, Problem 2 reduces to a subproblem with τ as the
only decision variable. Since n< n̄, the optimal n∗ and τ∗ can be
obtained by solving n̄ such subproblems. In the following, we
analyze the optimal solution τ∗n under any given n. We focus on
that ρ< 1, while the case that ρ≥ 1 can be analyzed in the same
way. For ease of analysis, we assume τ is continuous. Given n,
the subproblem has following properties.

∂γ
∂τ

=(1− p1)
∂pd

∂τ

=
(1− p1)

√
W

2
√

2πτ
(εd −1)e−

(1−εd )
2

2 Wτ, (25)

∂ϕ̄
∂τ

=
1
n

(
es +

etx

1+ρ

(
∂pd

∂τ
+ρ

∂p f

∂τ

))

=
1
n

(
es +

etx
√

W

2(1+ρ)
√

2πτ
Λτ

)
, (26)

Λτ
Δ
=(εd −1)e−

(1−εd )
2

2 Wτ −ρ(1− ε f )e
−

(1−ε f )
2

2 Wτ. (27)

Depending on the values of εd and ε f (note that ε f < εd), the
shapes of the γ and ϕ̄ curves are described as follows.

1) If either εd ≥ 1 and ε f ≥ 1 or ρ ≤ εd−1
1−ε f

≤ 1 and ε f < 1, it

is easy to see that ∂γ
∂τ ≥ 0 and ∂ϕ̄

∂τ ≥ 0, which means that both γ
and ϕ̄ are increasing as τ increases. This corresponds to case 1
as shown in Fig. 3(a).

2) If εd−1
1−ε f

> 1 and ε f < 1, since e−
(1−εd )

2

2 Wτ < e−
(1−ε f )

2

2 Wτ,

Λτ varies from positive infinite to a negative value and finally
converges to 0. Depending on the parameters such as es and etx,
the shape of ϕ̄ will be in the form of either case 1 or case 2 as
shown in Fig. 3(b).
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Fig. 3. Illustrations of the optimal τ under different εd and ε f . (a) Case 1.
(b) Case 2. (c) Case 3. (d) Case 4.

3) If 0 ≤ εd − 1 < ρ(1− ε f ), one can verify that ∂2

∂2τ Λτ > 0;

hence, ∂ϕ̄
∂τ increases from negative infinite to a positive value.

Therefore, as shown in Fig. 3(c), ϕ̄ is a convex function.
4) Otherwise, εd < 1. Then, ε f < 1 either. Consequently, ∂γ

∂τ <

0 and ∂
∂τ Λτ < 0. As shown in Fig. 3(d), the objective function is

convex.
As shown in the figure, in case 1, the optimal τ∗n is the smaller

one between τ̄ and the point where γ = γ(n). In the other cases,

let τn,ϕ̄ and τn,γ be the solution points for ∂ϕ̄
∂τ = 0 and γ = γ(n),

respectively. In case 2, τ∗n is among {0,τn,ϕ̄,τn,γ, τ̄}. In the other
cases, τ∗n ∈ {τn,ϕ̄,τn,γ, τ̄}.

V. OPTIMIZATION IN MULTI-CHANNEL CASE

If the sensor is able to sense multi-channels, say {CHi|i ∈
C = {1,2, . . . ,m}}, it may gain more opportunities to success-
fully deliver packets to the estimator, but at the cost of spending
more sensing energy. In such a multi-channel case, the sensor
needs to not only choose channels and determine the sensing
time to be spent on each of them before transmitting a packet,
but also decide the channel sensing order.

Suppose l channels will be sensed in each step. Denote Ol =
{o1,o2, . . . ,ol} ⊆ C as the channel sensing order as described
below. As shown in Fig. 4, in each step, the sensor starts sensing
the channels one-by-one from CHo1 to CHol . If currently CHoi

is found idle (with sensing time τoi and detection probability
pd,oi), the sensor will transmit packet over CHoi . Otherwise, it
will change to sense the next channel. If no channel is found
idle, the sensor will drop the packet. For simplicity, we assume
that ∑l

i=1 τ̄oi < Ts. To save energy, we also assume that the
sensor keeps in sleep mode if it is neither sensing a channel
nor transmitting a packet.

A. The Optimization Problem

For any Ol and any sensing time τ = {τo1 ,τo2 , . . . ,τol}, the
probability that the sensor will transmit packet, i.e., at least one

Fig. 4. Channel sensing order in one sampling period.

channel in Ol is found idle, can be given by

ptx(Ol ,τ) = 1−
l

∏
i=1

(1− ptx,oi), (28)

where ptx,oi is defined in (10). Let pc,oi be the probability of
packet collision3 if the sensor senses CHoi . By definition, pc,oi

can be obtained by

pc,oi = pB,oi p f ,oi + pI,oi(1−ηoi)pd,oi

=
1

1+ρoi

[ρoi p f ,oi +(1−ηoi)pd,oi ] . (29)

Then, the overall packet collision probability is

pc(Ol ,τ) = pc,o1 +
l

∑
i=2

pc,oi

i−1

∏
j=1

(1− ptx,o j), (30)

and the successful packet transmission rate can be computed as

γ(Ol ,τ) = ptx(Ol)− pc(Ol)

=1− pc,o1 −
l+1

∑
i=2

pc,oi

i−1

∏
j=1

(1− ptx,o j)

=
l

∑
i=1

(ptx,oi − pc,oi)
i−1

∏
j=1

(1− ptx,o j), (31)

where, for ease of presentation, we define pc,ol+1 = 1 and

∏0
j=1(1− ptx,o j) = 1. Substituting (29) and (10) into the above

equation, we get

γ(Ol ,τ) =
l

∑
i=1

ηoi pd,oi

1+ρoi

i−1

∏
j=1

1− pd,oi +ρoi(1− p f ,o j)

1+ρoi

≤
l

∑
i=1

pd,oi

1+ρoi

i−1

∏
j=1

1− pd,o j +ρo j

1+ρo j

=
l

∑
i=1

[
1−

(
1− pd,oi

1+ρoi

)] i−1

∏
j=1

(
1−

pd,o j

1+ρo j

)

=
l

∑
i=1

i−1

∏
j=1

(
1−

pd,o j

1+ρo j

)
−

l

∑
i=1

i

∏
j=1

(
1−

pd,o j

1+ρo j

)

=1−
l

∏
i=1

(
1− pd,oi

1+ρoi

)

≤1−
l

∏
i=1

ρoi

1+ρoi

,

3A collision occurs when the sensor transmits a packet during a busy period
of channel CHoi .
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where we have used the fact that p f ,oi ≥ 0 and ηoi ≤ 1 in obtain-
ing the first inequality, and that pd,oi ≤ 1 in the last inequality.
According to Theorem 1, we must have (1−γ(Ol ,τ))λ2n

max(A)<
1. Combining the above inequality, we can obtain an upper
bound of n as follows.

n ≤ n̄1(Cl) =

⎧⎨
⎩
⌈

∑l
i=1 ln

(
1+ 1

ρoi

)
2ln(λmax(A))

⌉
−1, if λmax(A)> 1,

∞, otherwise,

(32)

where Cl is the index set of channels to be sensed. If given either
Ol or τ, Cl can be easily determined. Moreover, similar to (23),
we can obtain another bound on n as follows.

n ≤ n̄2(Cl)=max

{
ñ|Ȳ

(
1−

l

∏
i=1

ρoi

1+ρoi

, ñ

)
≤ P̄

}
< ∞. (33)

We assume the sensor uses the same channel sensing energy
es and the same transmitting energy etx on these channels. The
average energy consumption in the sensing step is

ϕ(Ol ,τ) =τo1es+ptx,o1etx+(1− ptx,o1)(τo2es+ptx,o2etx)

+ . . .+
l−1

∏
i=1

(1− ptx,oi)(τol es + ptx,ol etx)

=
l

∑
i=1

(τoies + ptx,oietx)
i−1

∏
j=1

(1− ptx,o j). (34)

With the above formulation, Problem 2 can be updated as:
Problem 3: Find the optimal channel sensing schedule Θ∗

n,
the optimal channel sensing order O∗

l and the optimal channel
sensing time τ∗ = {τ∗o∗1 ,τ

∗
o∗2
, . . . ,τ∗o∗l } to⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

min
n,Ol ,τ

J = 1
n ϕ(Ol ,τ)

s.t. γ(Ol ,τ)≥ γ(n),
n ≤ n̄(Cl) = min{n̄1(Cl), n̄2(Cl)},
0 ≤ τoi ≤ τ̄oi , i = 1, . . . , l,
l ≤ m.

(35)

Note that the set of all possible Ol is the power set of C , i.e.,
2C , where |2C |= 2m. In this sense, the above problem is a mixed
integer program with both n and Ol chosen from two finite
sets, respectively. For each given n and Ol , both the objective
function and constraints of the above problem are continuous
with respect to the decision variable τ. Moreover, since each
τi is constrained within a finite but nonempty interval, by the
extreme value theorem, the solution set of the global optimiza-
tion of Problem 3 under given n and Ol is nonempty. Therefore,
since the choices of n and Ol are finite, the solution set of the
global optimization of Problem 3 is nonempty as well.

B. Algorithm Design

To address Problem 3, we apply two techniques: (1) a
Lagrange multiplier is applied to the first constraint to transform
Problem 3 into its dual, by which means searching the large
power set 2C is avoided; and (2) a simulated annealing (SA)
based method is applied to search for the optimal τ where the

SA technique has the potential to escape from local optima and
achieve a good approximation of the global optimal solution.

1) Dual Function: We can introduce a Lagrange multiplier
µ ≥ 0 associated with constraint γ(Ol ,τ) ≥ γ(n) and define the
Lagrange dual function of Problem 3 as

L(µ) = min
Ol ,τ,n

{
1
n

ϕ(Ol ,τ)−µ
(

γ(Ol ,τ)− γ(n)
)}

= min
τ

{L(µ,τ)} , (36)

where

L(µ,τ) Δ
= min

n<n̄(Cl)

{
min

Ol

{M (Ol ,µ,τ,n)}+µγ(n)
}
,

M (Ol ,µ,τ,n) =
1
n

ϕ(Ol ,τ)−µγ(Ol ,τ)

=
l

∑
i=1

[
τoies + ptx,oietx

n
−µ(ptx,oi − pc,oi)

]i−1

∏
j=1

(1− ptx,o j)

=
l

∑
i=1

[τoies

n
+
(etx

n
−µ

)
ptx,oi +µpc,oi

]i−1

∏
j=1

(1− ptx,o j).

Then, the original problem can be transformed into

max
µ

: L(µ). (37)

We can adopt the following method to iteratively approach the
optimal µ.

µt+1 = max

{
0,µt +δ

∂
∂µt

L(µ)|O∗
l ,τ

∗,n∗

}
, (38)

where O∗
l ,τ

∗ and n∗ are the optimizers of (36) as determined
in the next subsection. δ is the step size of each iteration.
However, ∂

∂µt
L(µ) is difficult to obtain since O∗

l ,τ
∗ and n∗ are

all dependent on µ. Instead, we resort to a discrete approximated
approach to find ∂

∂µt
L(µ) by using a sufficiently small step size

δ. In this way, µ is updated as follows.

µt+1 = max

{
0,µt +δ

L(µt)−L(µt−1)

µt −µt−1

}
. (39)

2) Obtaining L(µ,τ): Given any µ and τ, L(µ,τ) is calcu-
lated by iterating n from 1 to at most n̄(Cl) and selecting the
optimal n that yields the minimum value. In each iteration, the
optimal sensing order is obtained based on Theorem 2 as below.
Then, L(µ,τ) is determined at the optimal n.

Theorem 2: For any µ > 0 and any sensing time τ, there will
be l channels (i.e., {CHi|τi ≥ 0}) to be sensed and the optimal
sensing order is

O∗
l = {o1,o2, . . . ,ol |∀ i ∈ {1, . . . , l −1},τoi ≥ 0,

H (oi,τoi)≤ H (oi+1,τoi+1)
}
, (40)

where H (oi,τoi)
Δ
=
( es

n τoi +µpc,oi

)
/ptx,oi .

Proof: Consider another sensing order Õl = {õ1, õ2, . . . ,
õl} which is a reordering of Ol . For any i ∈ {1, . . . , l−1}, if we
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swap õi and õi+1 in Õl and let Ŏl be the new sensing order, then
the difference in M is

M (Ŏl ,µ,τ,n)≤ M (Õl ,µ,τ,n)

⇔1
n

ϕ(Ŏl ,τ)−µγ(Ŏl ,τ)≤
1
n

ϕ(Õl ,τ)−µγ(Õl ,τ)

⇔
τõi+1es + ptx,õi+1etx

n
−µ(ptx,õi+1 − pc,õi+1)

+

[
τõi es + ptx,õi etx

n
−µ(ptx,õi − pc,õi)

]
(1− ptx,õi+1)

≤ τõi es + ptx,õi etx

n
−µ(ptx,õi − pc,õi)+(1− ptx,õi)

×
[

τõi+1es + ptx,õi+1etx

n
−µ(ptx,õi+1 − pc,õi+1)

]

⇔
(es

n
τõi+1 +µpc,õi+1

)
ptx,õi ≤

(es

n
τõi +µpc,õi

)
ptx,õi+1

⇔H (õi+1,τõi+1)≤ H (õi,τõi). (41)

(41) implies that the swapping will reduce the objective
M (Õl ,µ,τ,n). In other words, if we deem H (oi,τoi) as a
measure of the channel quality, (41) suggests that, for any pair
of channels, the one with better quality should be sensed first.
Continuing applying the “better channel first” rule, we will
finally get the optimal sensing order as in (40). �

3) Optimal Spectrum Sensing Algorithm (OSSA): We pro-
pose a simulated annealing based optimal spectrum sensing
algorithm (OSSA) to randomly search the sensing time τ. To
avoid searching across an uncountable space constructed by
the continuous intervals {[0, τ̄i]}, we assume that each τi can
only be chosen from a finite discrete set. Although such an
assumption may affect optimality of the obtained results, the
solutions are more practically implementable since the discrete
sensing time is compatible with the discrete sampling rate used
for channel sensing as in the energy detection technique as
presented in Appendix A. In fact, the sensor applies a certain
sampling rate (depending on the channel bandwidth Wi) to sense
each channel. That is, the sensing time τi can be viewed as a
discrete value with the unit time depending on Wi. Without loss
of generality, let τi ∈ {0,1, . . . , τ̄i} be the number of the time
units spent on sensing channel CHi. In particular, we define
τi = 0 if CHi will not be sensed and we do not allow blind
transmission on an un-sensed channel.

The pseudo codes of the proposed algorithm are shown in
Algorithm 1. Given µt , Algorithm 1 contains Kmax annealing
processes and each annealing process has κmax iterations. It
optimizes τ by letting each τi walk randomly with caution on
the set {0,1, . . . , τ̄i}. By "caution" we mean that each move
should be meaningful. Specifically, in each walk step (itera-
tion), a tentative sensing time τ̂ is generated randomly, and the
consequent value of L(µt , τ̂) is evaluated. If τ̂ is better than
the previous τ, i.e., ΔL = L(µt , τ̂)− L(µt ,τ) ≤ 0, τ̂ will be
accepted (i.e., τ will move to τ̂). Otherwise, τ̂ will be accepted
with a probability which depends on both ΔL and an annealing

temperature, not to have L(µt ,τ) be trapped at local optima.
By gradually decreasing the annealing temperature by a factor
ζ > 0 after the completion of each annealing process, L(µt ,τ)
will finally converge to one of the global optima. Finally, we
iteratively update µt until it converges, meaning that the dual
problem is solved and hence the original optimization is also
solved.

Remark 2: OSSA is derived from the standard simulated
annealing algorithm; however, our major novelty lies in that,
instead of randomly generating all the decision variables (i.e.,
channel sensing order Ol , sensing time τ and n which character-
izes the sensing schedule), we only generate the sensing time at
each iteration. Once τ is given, the optimal Ol is obtained based
on Theorem 2, while the optimal n is found by searching in
a finite set. Thus, at each iteration, by only randomly gener-
ating a τ̂, we can evaluate the objective function L(µt , τ̂) and
determine whether this τ̂ will be accepted or not based on the
improvement ΔL .

Remark 3 (Computation Complexity Analysis): In each iter-
ation t of OSSA, for each pair of (k,κ) (there are Kmaxκmax

of them), the computation complexity is O(n̄(C )m logm).
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Specifically, generating τ̂ has complexity O(m); for each
n, determining O∗

l has complexity O(m logm) and calcu-
lating M (O∗

l ,µt , τ̂,n) has complexity O(m); thus obtain-
ing n∗ and consequently determining ΔL have complexity
O(n̄(C )m logm). Therefore, the complexity in each iteration is
in the order O(Kmaxκmaxn̄(C )m logm).

Remark 4: OSSA is an off-line algorithm, which can be
executed at either the sensor or some computing center, e.g.,
the estimator. The output results are fixed over time so that the
algorithm only needs to run once. Therefore, a possible imple-
mentation can be as follows: the estimator runs the algorithm
and finds the solution off-line. It sends the solution to the sensor
which operates according to the solution from then on.

VI. SIMULATION RESULTS

In this section, we conduct simulations to demonstrate the
effectiveness of the proposed method. We consider a linear

system (1) with A =

[
1.05 0

1 0.9

]
, C = I, Q = I and R = 0.8I,

where I is the 2-by-2 identity matrix. The sensor samples the
system every Ts = 1 second and the transmission time of each
measurement packet is tx = 50ms. The estimation performance
requirement is set as P̄ = Ȳ(0.7,6), where Ȳ(γ,n) is defined in
Lemma 1.

A. Single-Channel Scenario

For the channel under consideration, we assume its band-
width W = 2MHz and noise power σn = 1mW. The signal-
to-noise ratio of the signal received by the sensor during the
channel’s busy periods is −3dB. We adopt the Poisson channel
model as described in Section III-B1 with the average channel
busy and idle rates α = 5 and β = 30, respectively. The sensing
parameter εd = 1.2, the maximum sensing time is τ̄ = 250 units
with the unit channel sensing time as 0.1 ms. The per-second
energy cost of sensing and transmitting is es = etx = 100 unit.

Fig. 5(a) shows an example trace of the estimation error
covariance along time, where the sensor conducts sensing every
step (i.e., n = 1) and the sensing time on the channel is fixed at
1 ms. The curve of E[Pk] is obtained by averaging the results
of 2000 independent simulation runs. As discussed before and
also shown in this figure, E[Pk] does not converge. However,
the figure indicates that the upper bound curve Yk is a good ap-
proximation of the long-term average of E[Pk], which justifies
the approximation method in Section IV-B.

The optimal solutions of Problem 2 are depicted in Fig. 5(b),
where we vary the channel idle probability pI by gradually
increasing β. The results show that, under a certain n, the
optimal sensing time τ∗ drops quickly as the idle probability
increases, which results in the decrease of the average energy
consumption ϕ̄. In fact, as the channel quality becomes better,
less sensor energy will be wasted for conducting sensing and
transmitting during the channel’s busy periods. Meanwhile,
when pI increases from 0.3 to 1, the optimal n increases piece-
wise, which means that the sensor conducts spectrum sensing
and packet transmission less frequently. Therefore, generally
speaking, the energy consumption decreases as pI increases.

Fig. 5. Performance in the single-channel scenario. (a) Estimation perfor-
mance over time. (b) Optimal sensing strategy.

Fig. 6. Performance of the proposed algorithm in the multi-channel scenario.
(a) Sensing time on each channel. (b) Some important variables.

B. Multi-Channel Scenario

In this scenario, the sensor data can be transmitted to the
remote estimator via one of m = 3 orthogonal channels. The
average busy and idle rates for channel CHi are αi = 5i and
βi = 30, respectively, where i = 1,2,3. All the other parameters
of these channels are set the same as those in the single-channel
scenario above. To run the proposed OSSA algorithm, we set
Kmax = 200, κmax = 20 and ζ = 0.94 [38].

Fig. 6 demonstrates the performance of the proposed algo-
rithm OSSA. First, the two figures confirm the convergence of
our algorithm. As µt changes according to (39), L(µt) increases
as expected from (37). Consequently, the objective function
J decreases and finally converges to a steady value as the
optimization process evolves. Similar behavior can be observed
in Fig. 6(a). Our simulation results indicate that the optimal
channel scanning strategy is always in the order of CH1,CH2

and then CH3, which is the same as the decreasing order of
the channel quality measured by the idle probability pI (we
have pI,1 = 85.7%, pI,2 = 75% and pI,3 = 66.7%). In fact, as
can be seen from the two figures, τi is relatively small, which
makes the term H in (40) approximately become µ

pc,i
ptx,i

. Based
on Theorem 2, the optimal order is then roughly determined
by pc,i

ptx,i
, which can be viewed as the conditional probability

that a transmit attempt results in a collision. In this case, a
channel with better quality will have lower conditional collision
probability and subsequently lower value of H , and hence
should be sensed first according to Theorem 2.

The optimal solutions with the proposed algorithm are
demonstrated in Figs. 7 and 8. In Fig. 7, we compare the
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Fig. 7. Optimal solutions by OSSA with respect to etx/es where es = 100. (a)
Sensing time under OSSA. (b) Sensing time under OSSA4. (c) Sensing time
under OSSA5. (d) Performance comparison.

performance of OSSA with its two variants OSSA4 and OSSA5

(which runs OSSA under a fixed n. n = 4 and n = 5 for OSSA4

and OSSA5, respectively). Firstly, the comparison in Fig. 7(d)
shows that OSSA4 (or OOSSA5) achieves almost the same
performance as OSSA if the optimal n obtained by OSSA is
4 (or 5); otherwise, OSSA outperforms the two variants, which
to some extent justifies the optimality of OSSA. Secondly, as
etx/es becomes larger, i.e., the transmission energy becomes
to dominate the total energy ϕ̄, the sensor intends to transmit
data less frequently (i.e, to use larger n) to save energy. This
requires each transmission to be more reliable to still satisfy the
estimation performance constraint. The reason is that, based on
Lemma 1, an increase of n requires to increase γ to maintain
Ȳ. As a result, increasing γ means the amount of energy waste
due to collisions can be reduced, which saves the total energy
expenditure. Therefore, under all these three algorithms, when
etx/es increases, the sensor will use a larger n and spend more
sensing time to increase the sensing accuracy, which are clearly
demonstrated in Fig. 7.

We show by Fig. 8 that using more channels can improve
the system performance. Here we assume different settings
of the channels: the average busy and idle rates for CHi are
αi = 5+ i and βi = 30, respectively, where i = 1, . . . ,6. As the
number of available channels increases, the sensor tends to use
more channels, and the optimal sensing order always follows
the order of CH1,CH2, . . . ,CHm. As explained before, since n∗

increases from 2 to 4 as m changes from 1 to 3, the sensor will
spend more sensing time on each channel, as shown in Fig. 8(a).
When n∗ stays at 4 and m ≥ 3, the sensors try to save both
sensing and transmission energy by appropriately allocating
sensing time on each channel. Specifically, as m increases by
1, the old channels will be sensed with slightly shorter time
to save sensing energy, while the new one with lowest quality

Fig. 8. Solutions by OSSA with respect to number of available channels.
ϕ̄tx and ϕ̄s are the average transmission and sensing energy expenditure,
respectively. (a) Sensing time. (b) Energy consumption.

Fig. 9. Algorithm running time.

will be sensed a long time to improve the sensing accuracy
on it and thus save transmission energy. From Fig. 8(b), we
observe that the average energy consumption of the sensor
decreases as m increases; however, the amount of decrease
becomes unnoticeable as m ≥ 4, which suggests that we only
need a limited number of channels to (roughly) achieve the
optimal goal.

The running time of the proposed algorithm is characterized
by many parameters such as the number of channels m, the
number of annealing processes (i.e., Kmax) and the length of
each annealing process (i.e., κmax). As shown in Fig. 9, with
fixed Kmax and κmax and when the number of channels m is
small, the running time is roughly linear to m. For a large m,
as discussed in Remark 3, the computation complexity of each
iteration of the proposed algorithm is O(m logm). If we fix the
number of iterations, the total running time of the proposed
algorithm will also be O(m logm).

VII. CONCLUSION

We have studied the energy-efficient spectrum sensing prob-
lem for remote state estimation over multiple wireless channels.
We formulated it as a mixed integer nonlinear program and
proposed a simulated annealing based optimization algorithm
OSSA which jointly addresses the problems such as when
to perform sensing, which channels to sense, in what order
and how long to scan each channel. Simulation results show
that OSSA can achieve the optimal goal and balance between
sensing energy and transmission energy expenditure. Specifi-
cally, as the transmission energy becomes dominant over the
sensing energy, the sensor will conduct sensing less frequently
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but use longer sensing time to increase the sensing accuracy,
reduce energy waste due to collisions and hence save total
transmission energy. We also demonstrated that the overall
performance is improved by introducing more channels, though
the improvement becomes less significant as the number of
channels continues to increase.

APPENDIX

A. Energy Detection

By integrating the received signal from a channel in a pre-
defined bandwidth W over the sensing period τ, the sensor gets
the detected energy, denoted by Ed , and compare it with a pre-
defined threshold, say Eth, to decide whether the channel is
currently busy or not. In this case, the sensing result can be
denoted as

sc =

{
1, if Ed > Eth,
0, otherwise.

When the channel is idle, the detected energy follows a
Gaussian distribution as Ed ∼ N (Nσ2

n,Nσ4
n), where N is the

number of samples. σ2
n and σ2

s are the variances of the chan-
nel noise and received signal from the channel, respectively.
According to Nyquist sampling theorem, the sampling rate
should be at least 2W , where W is the bandwidth of the
channel. Thus, we just assume the sampling rate be 2W and that
N = 2τW . Reasonably and for simplicity, we also assume that
Eth = εdNσ2

n = 2εdτWσ2
n, where εd > 0. Notice that, since Ed is

random, the outcome sc may be different from the true channel
state. The correct detection probability pd can be obtained
straightforward as follows:

pd =P[Ed < Eth|channel is idle]

=1−P[Ed > Eth|channel is idle]

=1−Q

(
Eth −2σ2

nτW

2σ2
n

√
τW

)

=Q
(
(1− εd)

√
τW

)
.

Similarly, Ed ∼ N (2τW (σ2
s + σ2

n),2τW (σ2
s + σ2

n)
2) when the

channel is busy. We can obtain p f as in (9), where ε f = εd/

(1+ σ2
s

σ2
n
).

B. Proof of Theorem 1

Consider the schedule Θn. According to (17), we have

Pki−1 =APki−2AT +Q = . . .

=An−1Pki−1

(
AT )n−1

+
n−2

∑
t=0

AtQ
(
AT )t

. (42)

Substituting the above equation into (16) and taking expecta-
tion at both sides yield that

E[Pki ] =(1− γ)

[
An

E[Pki−1 ]
(
AT )n

+
n−1

∑
t=1

AtQ
(
AT )t

]

+Q+ γAE[ϒki−1]AT . (43)

Since n is finite, according to (42), we can easily verify that
the stability of {E[Pk]} is equivalent to that of {E[Pki ]}. Thus,
we only need to prove the stability of {E[Pki ]} where {ki}
indicates the channel sensing steps. Then, according to (43),
due to the finiteness of n and ϒki−1, there must exist a matrix
M̄ ≥ Q such that

(1− γ)An
E[Pki−1](AT )n +Q

≤ E[Pki ]≤ (1− γ)An
E[Pki−1](AT )n + M̄.

Based on the stability of Lyapunov functions, we know that
(18) is both sufficient and necessary for the stability of both
the lower and upper bound sequences above. Therefore, (18) is
both sufficient and necessary for the stability of {E[Pk]}, which
completes the proof of this theorem.

C. Proof of Lemma 1

Consider the subset {Yki |θki = 1}. Suppose Yki = g(Yki−1).
Similar to (43), we have

g
(
Yki−1

)
=(1− γ)

[
AnYki−1

(
AT )n

+
n−1

∑
t=1

AtQ
(
AT )t

]

+Q+ γAϒ̃ki−1AT , (44)

ϒ̃−1
ki−1

=

[
An−1Yki−1

(
AT )n−1

+
n−2

∑
t=0

AtQ
(
AT )t

]−1

+CT R−1C.

Since ϒ̃ki−1 is bounded, the sequence {Yki} is stable if and only
if condition (18) is satisfied. Below we show that it converges
to a unique value.

First, (44) indicates that g(·) is an increasing function. Sup-
pose the initial value is Y0 = P0 = 0. By induction, we can see
that {Yki} is increasing and finally reaches a steady value, say
Ȳ0, since the sequence has already been proved stable. In other
words, Ȳ0 is the fix point of the iteration (44), i.e., Ȳ0 = g(Ȳ0).

Next, ∀Y0 > Ȳ0, since g(·) is increasing, by induction, we
always have Yki > Ȳ0. Let us introduce a useful inequality
as below. Let R̃ = CT R−1C,Q̃ = ∑n−2

t=0 AtQ(AT )t ,Z1,Z2 be
four positive definite matrices of compatible dimensions with
Z1 > Z2. We have[

R̃+(Z1 + Q̃)−1]−1 −
[
R̃+(Z2 + Q̃)−1]−1

=
{[

R̃+(Z1 + Q̃)−1]−1 [
R̃+(Z2 + Q̃)−1]− I

}

×
[
R̃+(Z2 + Q̃)−1]−1

=
[
R̃+(Z1 + Q̃)−1]−1 [

(Z2 + Q̃)−1 − (Z1 + Q̃)−1]
×
[
R̃+(Z2 + Q̃)−1]−1

=
[
R̃+(Z1+Q̃)−1]−1

(Z1+Q̃)−1 [(Z1+Q̃)−(Z2 + Q̃)
]

× (Z2 + Q̃)−1 [R̃+(Z2 + Q̃)−1]−1
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=
[
(Z1 + Q̃)R̃+ I

]−1
(Z1 −Z2)

[
R̃(Z2 + Q̃)+ I

]−1

<
[
(Z2 + Q̃)R̃+ I

]−1
(Z1 −Z2)

[
R̃(Z2 + Q̃)+ I

]−1
, (45)

where I represents identity matrices of compatible dimensions.

Define F̃ =
[(

An−1Ȳ0(AT )n−1 + Q̃
)

R̃+ I
]−1

An−1. Based on
the above inequality and the fact that Yki > Ȳ0, we get

Yki+1 − Ȳ0 = g(Yki)−g(Ȳ0)

=(1− γ)An(Yki − Ȳ0)
(
AT )n

+ γA
[
ϒ̃ki − ϒ̃(Ȳ0)

]
AT

<(1− γ)An(Yki − Ȳ0)
(
AT )n

+ γAF̃(Yki − Ȳ0)F̃T AT

Δ
=F (Yki − Ȳ0).

where the above inequality can be verified by substituting Z1 =
An−1Yki−1 and Z2 = An−1Ȳ0(AT )n−1 into (45). With the newly
defined matrix F̃, we can obtain another property of Ȳ0 as below.

F̃Ȳ0F̃T =
[(

An−1Ȳ0
(
AT )n−1

+Q̃
)

R̃+I
]−1

An−1Ȳ0

×
(
AT )n−1

[
R̃
(

An−1Ȳ0
(
AT )n−1

+ Q̃
)
+ I
]−1

= ϒ̃(Ȳ0)
[
An−1Ȳ0

(
AT )n−1

+ Q̃
]−1

An−1Ȳ0

×
(
AT )n−1

[
An−1Ȳ0

(
AT )n−1

+ Q̃
]−1

ϒ̃(Ȳ0)

< ϒ̃(Ȳ0)
[
An−1Ȳ0

(
AT )n−1

+ Q̃
]−1

ϒ̃(Ȳ0)

< ϒ̃(Ȳ0)

{
R̃+

[
An−1Ȳ0

(
AT )n−1

+ Q̃
]−1

}
ϒ̃(Ȳ0)

= ϒ̃(Ȳ0).

Then, based on (44), it is easy to see that Ȳ0 = g(Ȳ0)> F (Ȳ0).
According to Lemma 3 in [5], the iteration Yki+1−Ȳ0=F (Yki−
Ȳ0) converges to 0, which means that {Yki} converges to Ȳ0.

For any Y0<Ȳ0, Yki is always bounded within [Yki
,Ȳki], where

{Yki
} and {Ȳki} are sequences evolving according to (20) with

initial values 0 and Ȳ0, respectively. Since we already show
above that the two sequences converge to Ȳ0, {Yki} also con-
verges to Ȳ0. In other words, limi→∞ Yki =Ȳ0 regardless of Y0.

Finally, consider the whole consequence {Yk}. With
limi→∞ Yki = Ȳ0, ∀ j ∈ {1, . . . ,n− 1}, the sequence {Yki+ j =

A jYki(A
T ) j + ∑ j−1

t=0 AtQ(AT )t} also converges to a unique

value Ȳ j = A jȲ0(AT ) j +∑ j−1
t=0 AtQ(AT )t . Therefore,

lim
L→∞

1
L

L

∑
k=1

Yk =
1
n

n−1

∑
j=0

Ȳ j
Δ
= Ȳ(γ,n).

Moreover, based on (44), we can conclude that Ȳ j and also
Ȳ(γ,n) are monotonically decreasing as either γ increases or
n decreases.

REFERENCES

[1] X. Cao, X. Zhou, and Y. Cheng, “Energy efficient spectrum sensing
for state estimation over a wireless channel,” in Proc. IEEE GlobalSIP,
Atlanta, GA, USA, Nov. 2014.

[2] J. Hespanha, P. Naghshtabrizi, and Y. Xu, “A survey of recent results in
networked control systems,” Proc. IEEE, vol. 95, no. 1, pp. 138–162,
Jan. 2007.

[3] X. Lin, R. Lu, X. Shen, Y. Nemoto, and N. Kato, “SAGE: A strong
privacy-perserving scheme against global eavesdropping for ehealth
systems,” IEEE J. Sel. Areas Commun., vol. 27, no. 4, pp. 365–378,
May 2009.

[4] R. T. Sukhavasi and B. Hassibi, “The Kalman-like particle filter: Opti-
mal estimation with quantized innovations/measurements,” IEEE Trans.
Signal Process., vol. 61, no. 1, pp. 131–136, Jan. 2013.

[5] B. Sinopoli, L. Schenato, M. Franceschetti, K. Poolla, M. I. Jordan, and
S. S. Sastry, “Kalman filtering with intermittent observations,” IEEE
Trans. Autom. Control, vol. 49, no. 9, pp. 1453–1464, Sep. 2004.

[6] K. J. Kim, J. Yue, R. A. Iltis, and J. D. Gibson, “A QRD-M/Kalman
filter-based detection and channel estimation algorithm for MIMO-OFDM
systems,” IEEE Trans. Wireless Commun., vol. 4, no. 2, pp. 710–721,
Mar. 2005.

[7] T. Jiang, N. D. Sidiropoulos, and G. B. Giannakis, “Kalman filtering
for power estimation in mobile communications,” IEEE Trans. Wireless
Commun., vol. 2, no. 1, pp. 151–161, Jan. 2003.

[8] G. Bianchi and I. Tinnirello, “Kalman filter estimation of the number
of competing terminals in an IEEE 802.11 network,” in Proc. IEEE
INFOCOM, 2003, vol. 2, pp. 844–852.

[9] I. Kadota, A. Baiocchi, and A. Anzaloni, “Kalman filtering: Estimate of
the numbers of active queues in an 802.11e EDCA WLAN,” Comput.
Commun., vol. 39, pp. 54–64, Feb. 2014.

[10] M. Huang and S. Dey, “Stability of Kalman filtering with Markovian
packet losses,” Automatica, vol. 43, no. 4, pp. 598–607, Apr. 2007.

[11] E. Rohr, D. Marelli, and M. Fu, “A unified framework for mean square
stability of Kalman filters with intermittent observations,” in Proc. 9th
IEEE ICCA, 2011, pp. 177–182.

[12] H. Li, Y. Cheng, C. Zhou, and P. Wan, “Multi-dimensional conflict graph
based computing for optimal capacity in mr-mc wireless networks,” in
Proc. IEEE 30th ICDCS, 2010, pp. 774–783.

[13] E. Hossain, D. Niyato, and Z. Han, Dynamic Spectrum Access and Man-
agement in Cognitive Radio Networks. Cambridge, U.K.: Cambridge
Univ. Press, 2009.

[14] E. Peh, Y.-C. Liang, Y. Guan, and Y. Zeng, “Optimization of cooperative
sensing in cognitive radio networks: A sensing-throughput tradeoff view,”
IEEE Trans. Veh. Technol., vol. 58, no. 9, pp. 5294–5299, Nov. 2009.

[15] X. Zhou, G. Y. Li, D. Li, D. Wang, and A. C. Soong, “Probabilis-
tic resource allocation for opportunistic spectrum access,” IEEE Trans.
Wireless Commun., vol. 9, no. 9, pp. 2870–2879, Sep. 2010.

[16] S. Stotas and A. Nallanathan, “On the throughput and spectrum sens-
ing enhancement of opportunistic spectrum access cognitive radio net-
works,” IEEE Trans. Wireless Commun., vol. 11, no. 1, pp. 97–107,
Jan. 2012.

[17] S.-S. Tan, J. Zeidler, and B. Rao, “Opportunistic channel-aware spectrum
access for cognitive radio networks with interleaved transmission and
sensing,” IEEE Trans. Wireless Commun., vol. 12, no. 5, pp. 2376–2388,
May 2013.

[18] X. Ma, S. M. Djouadi, and H. Li, “State estimation over a semi-Markov
model based cognitive radio system,” IEEE Trans. Wireless Commun.,
vol. 11, no. 7, pp. 2391–2401, Jul. 2012.

[19] X. Cao, P. Cheng, J. Chen, S. S. Ge, Y. Cheng, and Y. Sun, “Cognitive
radio based state estimation in cyber-physical systems,” IEEE J. Sel. Areas
Commun., vol. 32, no. 3, pp. 489–502, Mar. 2014.

[20] L. Shi, M. Epstein, B. Sinopoli, and R. Murray, “Effective sensor schedul-
ing schemes in a sensor network by employing feedback in the commu-
nication loop,” in Proc. IEEE Int. Conf. Control Appl., Singapore, 2007,
pp. 1006–1011.

[21] X. Zhou, Y. Li, Y. H. Kwon, and A. Soong, “Detection timing and channel
selection for periodic spectrum sensing in cognitive radio,” in Proc. IEEE
GLOBECOM, 2008, pp. 1–5.

[22] X. Fang, D. Yang, and G. Xue, “Taming wheel of fortune in the air:
An algorithmic framework for channel selection strategy in cognitive



CAO et al.: ENERGY-EFFICIENT SPECTRUM SENSING FOR CR ENABLED REMOTE STATE ESTIMATION 2071

radio networks,” IEEE Trans. Veh. Technol., vol. 62, no. 2, pp. 783–796,
Feb. 2013.

[23] H. Jiang, L. Lai, R. Fan, and H. V. Poor, “Optimal selection of channel
sensing order in cognitive radio,” IEEE Trans. Wireless Commun., vol. 8,
no. 1, pp. 297–307, Jan. 2009.

[24] R. Fan and H. Jiang, “Channel sensing-order setting in cognitive radio
networks: A two-user case,” IEEE Trans. Veh. Technol., vol. 58, no. 9,
pp. 4997–5008, Nov. 2009.

[25] H. T. Cheng and W. Zhuang, “Simple channel sensing order in cognitive
radio networks,” IEEE J. Sel. Areas Commun., vol. 29, no. 4, pp. 676–688,
Apr. 2011.

[26] W.-Y. Lee and I. Akyildiz, “Optimal spectrum sensing framework for
cognitive radio networks,” IEEE Trans. Wireless Commun., vol. 7, no. 10,
pp. 3845–3857, Oct. 2008.

[27] R. Deng, J. Chen, X. Cao, Y. Zhang, S. Maharjan, and
S. Gjessing, “Sensing-performance tradeoff in cognitive radio enabled
smart grid,” IEEE Trans. Smart Grid, vol. 4, no. 1, pp. 302–310,
Mar. 2013.

[28] A. Censi, “Kalman filtering with intermittent observations: Convergence
for semi-Markov chains and an intrinsic performance measure,” IEEE
Trans. Autom. Control, vol. 56, no. 2, pp. 376–381, Feb. 2011.

[29] X. Ma, H. Li, and S. Djouadi, “Networked system state estimation in smart
grid over cognitive radio infrastructures,” in Proc. 45th Annu. CISS, 2011,
pp. 1–5.

[30] L. Liu, X. Cao, Y. Cheng, L. Du, W. Song, and Y. Wang, “Energy-
efficient capacity optimization in wireless networks,” in Proc. IEEE
INFOCOM, 2014, pp. 1384–1392.

[31] W. Xu, A. Tajer, X. Wang, and S. Alshomrani, “Power allocation in
miso interference channels with stochastic csit,” IEEE Trans. Wireless
Commun., vol. 13, no. 3, pp. 1716–1727, Mar. 2014.

[32] W. Xu, Q. Shi, X. Wei, Z. Ma, X. Zhu, and Y. Wang, “Distributed
optimal rate-reliability-lifetime tradeoff in time-varying wireless sensor
networks,” IEEE Trans. Wireless Commun., vol. 13, no. 9, pp. 4836–4847,
Sep. 2014.

[33] L. Liu, X. Cao, Y. Cheng, and Z. Niu, “Energy-efficient sleep schedul-
ing for delay-constrained applications over WLANs,” IEEE Trans. Veh.
Technol., vol. 63, no. 5, pp. 2048–2058, Jan. 2014.

[34] Y. Mo, B. Sinopoli, L. Shi, and E. Garone, “Infinite-horizon sensor
scheduling for estimation over lossy networks,” in Proc. IEEE 51st Annu.
Conf. Decision Control, 2012, pp. 3317–3322.

[35] H. Kim and K. G. Shin, “Efficient discovery of spectrum opportuni-
ties with MAC-layer sensing in cognitive radio networks,” IEEE Trans.
Mobile Comput., vol. 7, no. 5, pp. 533–545, May 2008.

[36] X. Zhou, J. Ma, G. Y. Li, Y. H. Kwon, and A. C. Soong, “Probability-based
optimization of inter-sensing duration and power control in cognitive
radio,” IEEE Trans. Wireless Commun., vol. 8, no. 10, pp. 4922–4927,
Oct. 2009.

[37] W. S. Jeon, D. H. Lee, and D. G. Jeong, “Collaborative sensing manage-
ment for cognitive radio networks with reporting overhead,” IEEE Trans.
Wireless Commun., vol. 12, no. 2, pp. 595–605, Feb. 2013.

[38] X. Cao, P. Cheng, J. Chen, and Y. Sun, “An online optimization approach
for control and communication codesign in networked cyber-physical sys-
tems,” IEEE Trans. Ind. Informat., vol. 9, no. 1, pp. 439–450, Feb. 2013.

Xianghui Cao (S’08–M’11) received the B.S. and
Ph.D. degrees in control science and engineering
from Zhejiang University, Hangzhou, China, in 2006
and 2011, respectively. During 2007–2009, he was
a Visiting Scholar in the Department of Computer
Science, University of Alabama, Tuscaloosa, AL,
USA. Since 2012, he has been a Senior Research
Associate with the Department of Electrical and
Computer Engineering, Illinois Institute of Tech-
nology, Chicago, IL, USA. His research interests
include cyber-physical systems, wireless network

performance analysis, networked estimation and control, and network security.
He received the Best Paper Runner-Up Award from ACM MobiHoc 2014. He
serves as an Associate Editor for several journals including KSII Transactions
on Internet and Information Systems, Security and Communication Networks
(Wiley) and International Journal of Ad Hoc and Ubiquitous Computing, a
publicity co-chair for ACM MobiHoc 2015, and a TPC member for a number
of conferences including IEEE Globecom, IEEE ICC, and IEEE VTC.

Xiangwei Zhou (S’08–M’13) received the B.S. de-
gree in communication engineering from Nanjing
University of Science and Technology, Nanjing,
China, in 2005, the M.S. degree in information and
communication engineering from Zhejiang Univer-
sity, Hangzhou, China, in 2007, and the Ph.D. degree
in electrical and computer engineering from Georgia
Institute of Technology, Atlanta, GA, USA, in 2011.
Since 2013, he has been with the Department
of Electrical and Computer Engineering, Southern
Illinois University Carbondale, as an Assistant Pro-

fessor. Prior to that, he was a Senior Systems Engineer with Marvell Semi-
conductor, Santa Clara, CA, USA, from 2011 to 2013. His general research
interests include wireless communications, statistical signal processing, and
cross-layer optimization, with current emphasis on cognitive radio and spec-
trum coexistence. He won the Best Paper Award in the 2014 International
Conference on Wireless Communications and Signal Processing.

Lu Liu (S’13) received the B.S. degree in automa-
tion from Tsinghua University, Beijing, China, in
2010 and the M.S. degree in electrical engineering
from Illinois Institute of Technology, Chicago, IL,
USA, in 2012. She is currently pursuing the Ph.D.
degree in the Department of Electrical and Com-
puter Engineering, Illinois Institute of Technology,
Chicago, IL, USA. Her current research interest in-
cludes energy efficient networking and communi-
cation, resource allocation and protocol design of
wireless networks.

Yu Cheng (S’01–M’04–SM’09) received the B.E.
and M.E. degrees in electronic engineering from
Tsinghua University, Beijing, China, in 1995 and
1998, respectively, and the Ph.D. degree in electrical
and computer engineering from the University of
Waterloo, Waterloo, Ontario, Canada, in 2003. From
September 2004 to July 2006, he was a Postdoctoral
Research Fellow in the Department of Electrical
and Computer Engineering, University of Toronto,
Ontario, Canada. Since August 2006, he has been
with the Department of Electrical and Computer

Engineering, Illinois Institute of Technology, Chicago, Illinois, USA, where he
is now an Associate Professor. His research interests include next-generation
Internet architectures and management, wireless network performance analysis,
network security, and wireless/wireline interworking. He received a Best Paper
Award from the conferences QShine 2007 and IEEE ICC 2011, and the Best
Paper Runner-Up Award from ACM MobiHoc 2014. He received the National
Science Foundation (NSF) CAREER AWARD in 2011 and IIT Sigma Xi
Research Award in the junior faculty division in 2013. He served as a Co-
Chair for the Wireless Networking Symposium of IEEE ICC 2009, a Co-Chair
for the Communications QoS, Reliability, and Modeling Symposium of IEEE
GLOBECOM 2011, a Co-Chair for the Signal Processing for Communications
Symposium of IEEE ICC 2012, a Co-Chair for the Ad Hoc and Sensor
Networking Symposium of IEEE GLOBECOM 2013, and a Technical Program
Committee (TPC) Co-Chair for WASA 2011 and ICNC 2015. He is a founding
Vice Chair of the IEEE ComSoc Technical Subcommittee on Green Communi-
cations and Computing. He is an Associate Editor for IEEE TRANSACTIONS

ON VEHICULAR TECHNOLOGY and the New Books & Multimedia Column
Editor for IEEE NETWORK.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


