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Abstract—Transmission power plays a crucial role in the design reaching the destination. Therefore, it might appear that b
and performance of wireless networks. The issue is therefore reducing the number of hops traversed by each packet (i.e.,
complex since an increase in transmission power implies that by increasing the transmission power i.e., range) and theis t
a high quality signal is received at the receiver and hence an . ’ .
increase in channel capacity. Conversely, due to the shared natu burden on nodes se_rvmg as relays, the throughput avanlablg
of the wireless medium an increase in transmission power also €ach node can be improved. However, the authors [2] point
implies high interference in the surrounding region and hence a out that increasing transmission range (or power) may r@duc
quadratic reduction in the capacity of wireless networks. Recent the capacity due to spatial concurrency constraints andehen
literatures indicate that employing multiple channels can mitigate one may really need to reduce the transmission power (or

the negative effects of wireless interference and thus greatly ¢ I | ibl ithout ificing th
improve the overall network capacity. Therefore, it is worth range) to as small a value as possible without sacrificing the

investigating the effect of exploiting power on the capacity of CONnectivity.

multi-channel multi-radio (MC-MR) wireless networks. Specifi- Subsequently, on the assumption of minimal transmission
cally, in this paper we address the following questions: (a) Can we power, a plethora of literatures were proposed to improve
maximize the capacity of MC-MR wireless networks by exploiting the capacity bounds of wireless networks by employing vari-

power? (b) Under what criteria can we increase the transmission - : s .
power of the nodes in a MC-MR network? ous techniques ranging from mobility [4], [5], [6] to multi-

When n nodes each withm half-duplex interfaces are op- Cchannel multi-radio [7], UWB radios [9], [12], directional
timally deployed in a torus of unit area, traffic patterns are antennas [10], [11] etc. Moreover, since the power consumed
optimally assigned, each transmission’s range is optimally chosen py the radio frequency (RF) power amplifier of the network
and in the presence ofc channels, we show that in contrast to interface card (NIC) directly depends on the transmission

the setting where nodes transmit at minimum power level P,
the transport capacity, measured in bit-meters per second, of power, there are a lot of research efforts [13]-[15], for.e.g

region cmin < ¢ < mn/2 and by ©(n) in region ¢ > mn/2 when for maximizing the lifetime of the energy-constrained nede
nodes tune to transmit power level of Py(-—<-)% and P,n2 such as sensor nodes. Surprisingly, there are opposite argu
respectively—where c,ni, is the minimum ndmber of channels ments recently [16]-[18]. In [16]-[18], researchers stuitig
required to achieve conflict-free transmissions in a network. Our power problem by various approaches such as optimization,

analysis also sheds light into several insights that designers may _. - .
want to consider to improve the performance of energy-efficient simulations etc and show that under some network configura-

bandwidth-constrained wireless networks. tions capacity can be indeed maximized by properly increpsi
the transmission power.
I. INTRODUCTION While the current state of art [2]-[6],[9]-[15] resort to

In their seminal paper [1]-[2], Gupta and Kumar first denvthmzmg_ minimum transmission hower for maximizing Syl
: . . . .. _reuse, lifetime of energy-constrained nodes etc on sirfyg@-c
the capacity of ad hoc wireless networks in the limit as =~ . .
o nel single-radio network (SC-SR) wireless network, we focu

the number of nodes;, grows to an arbitrarily large level.

Under this model, the authors indicate that regardless ®f ur study on the following aspects: (i) It is not understood

initial location of the nodes and traffic pattern in a fixedaarei/aeéi;h?Mecﬁ_el\;L)o fWeirrglpel ggmnget\?vc())\?llfsr g: dm#gr']—g:a?tn?; r\?vl(;lrttlh
the throughput in bit-meters/second cannot grow fasten tha '

/n. Consequently, the end-to-end throughput available fmvestigating whether we can extract more capacity from MC-
' q Y. o gnp RﬁR networks by exploiting power. This inspiration indeed
each node '@(1/\/@ which in turn appr(_)a<_:h_es Zero as thecomes from the fact that when the number of available chan-
number of nodes: increases. This pessimistic result stem$ Isc is larger thare,,;,, (the minimum number of channels
from the fact that most communication has to occur betwe%ﬁe dce dto agchieve cglr:frllict-free transmissions in a netwark)
nearest neighbors, at distances@@in), with each packet the dist bet h | b | d
¢ Cmin, the distance between co-channels can be enlarge

going through many other nodes (serving as relays) bef ry utilizing those extra channels — ¢,.;,. The larger co-

This work was supported in part by NSF grants CNS-0832093s-cnChannel distance also implies that each node can increase
0831831, and CNS-0916666. its transmission power without affecting the spatial reuse



(i) As mentioned before, most studies focus on employing networks exploiting power) when node placements are
minimum power either to maximize spatial reuse [2]-[11] chosen arbitrarily.
and/or lifetime of energy-constrained nodes [13]-[15] or t « Contrasting to existing literatures, we derive the bounds
minimize the relaying burden on nodes [16]-[18]. However, on capacity for the proposed model to show that unlike
the crucial parameter that these studies overlook is theakig single channel wireless networks, MC-MR wireless net-
quality at the receiver i.e., SNR (signal-to-noise ratitus, works in fact allow us to exploit power to obtain higher
we plan to exploit power to improve the SNR at the receiver. capacity and hence it may be possible to build capacity-
According to Shannon-Hartley theorem [1], the capacity optimal MC-MR networks by utilizing power.
(bits/second) is a function of the SNR and hence an increase i « Furthermore, we show that the previously established
SNR may be leveraged to increase the capacity which in turn bounds in [7] for multi-channel multi-radio (MC-MR)
can lead to a system with greater spectral efficiency. One may networks may not be accurate and thus presents nec-
also note that a reduced transmission power as well as a large essary modifications to obtain more accurate results.
distance between transmitter-receiver pair can in faecathe Definitions:
quality of signal at the receiver and correspondingly the ca (3) Arbitrary network: We study the capacity of the pro-
pacity. Therefore, in contrast to these existing reseaffdit® posed model under the arbitrary setting introduced by Gupta
we look at the power problem from a different perspective anghq Kumar [2]. In the arbitrary network setting, we suppose
are summarized as follows: (a) We exploit power to enhangeat ,, nodes are arbitrarily located in a torus of unit area
the quality of the signal power at the receiver (i.e., SNRy the plane. Each node has an arbitrarily chosen destinatio
without sacrificing the spatial reuse or lifetime of nodég;As to which it sends traffic at an arbitrary rate. Each node can
pointed out in [2], an increase in transmission power in®lighose an arbitrary range or power level for each transnmissio
high interference in the surrounding region and consedjuant gpecifically, since the location of nodes, traffic pattern ba
quadratic reduction in the number of coexisting transmifssi  controlled in arbitrary setting, the bounds obtained fds th
As a result, we investigate the effect of transmission pawer scenario are applicable to any network and may be viewed as
multi-channel multi-radio (MC-MR) wireless networks; angne pest case bounds on network capacity especially fdc stat
(c) Finally and most importantly, an increase in transnissi myitihop networks such as WMNS.
power also implies increased energy consumption and hencep) Transport CapacityWe study the transport capacity of
a reduction in the lifetime of the nodes. Therefore, in thihe network which is defined as the sum of the distances to-
work we focus our attention on networks that have no powgfard the destination traveled by every bit per unit time. ¢¢en
constraints such as Wireless Mesh Networks (WMNS) (S@ transport capacity is measured in bit-meters per second
CellNode M100 [19]). For instance, letX ;) be the destination for the flow from
Motivated by these ideas, we specifically address the fellowoge x;, . If b, (r) bits reach from node;, to receiverX gy,
ing two questions: (a) Can we maximize the capacity of MGy, - seconds, thed ™" by(7) HXk = X H bt o
MR wireless networks by increasing the transmission powetrr%nsported in- seconds, whergz — y|| denote the Euclidean

(b) Under what criteria can we increase the transmissiorepovistance between andy. The transport capacity of the net-
of the nodes in a MC-MR network? The results derived in th{gqy Cr, is given bylim, o 2 37 by (7) HXk — Xnw) ||

paper indicate that it may be possible to build capacityreplt pit-meters per second.

wireless networks by exploiting the transmission power in (c) Notations:We use the following asymptotic notation to
MC-MR network under the following two constraints: (i)represent the bounds.

Cmin = O(c) and ¢ = O(nm); (i) ¢ = Q(nm)—where _ I
Cmin 1S the minimum number of channels required to achieve * f(n) = Ofg(n)) implies that3k, N, such thatf(n) <
kg(n) for n > N.

conflict-free transmissions in the network ant the number

_ il ; f(n) _
of existing channels. Furthermore, surprisingly our ressalso f(n) = o(g(n)) '_mpll'_es tr;]athm”ﬂoo o) = -
point out that if the maximum transmit power Bn% ie., ° f(n) =wlg(n)) |.mp||.es thatg(n) = o(f(n)).
Pra: = Pyn?, then partitioning the fixed bandwidth into * f(ng = Q(g(n)) implies thatg(n) = O(f(n)).

©(nm) subchannels leads to higher resource utilization and® f(n) = ©(g(n)) implies that 3k,, ks, N, such that

thus enhance the capacity of the wireless network. Thissdde  #19(7) < f(n) < ng(ﬁ) for n > N. _
is an interesting and contrasting result to previously jsield ~ The rest of the paper is organized as follows: Section II

works such as in [7]. discusses the motivation behind this work. In section li§ w
In summary, the main contributions of this paper are tHgitially start with the discussion of the network model and
following: then focus on the models for communication. Section IV

« This paper produces the first effort to quantify the efresents some useful lemmas used to obtain the capacity

fect of employing power on the capacity of multi-radig?ounds of the proposed model and in section V we present
wireless network operating on multiple channels. the summary of our contributions. In section VI and VII, we

« Since the key objective of this paper is to determine the, .
We refer to MC-MR networks exploiting power as the proposedieho

optimal capacity regiqn’ we derive the upper and |OW%I},d the MC-MR networks using minimum transmission power sudh §g|
bounds on the capacity of the proposed model (MC-MEB the basic model.



establish the capacity of the proposed model under arpitrdheorem, we know that an increase in transmission power
settings. Section VIII presents the implications of theutiss implies high data rate and hence we ha¥g3 > Bp, 5. As
derived in this paper. In section I1X, we present the relatelis example indicates, when the available number of cHanne
work. Finally, we summarize our work in section X. c is larger thare,,;,, we can still extract more capacity from
multi-channel network by exploiting power. This indeedtis t

_ [l MoTivaTioN _ motivation behind this work.
In this section, we discuss an example to illustrate the

power problem in MC-MR networks. For convenience of [1l. BACKGROUND

elucidation, here_ we consider a single radio multi-chamet!  The objective of this paper is to derive the bounds on the
work as shown in Figure 1 and assume that each transmiti@spacity of the proposed model when node placements are
receiver pair is placed at a distance(2fl) apart. Suppose that chosen arbitrarily. For the ease of exposition, we starh wit

¢ channels are present in the network. Also,dgf, be the the discussion of the network model and then focus on the
minimum number of channels needed to achieve the maximyRgpdels for communication.

number of simultaneous transmissions in a netwérkWhen _
nodes transmit at the minimum power level sBy. Let us A. Network Model and Assumptions

also assume that,,;, < c. Consider a network of: nodes in a torus of unit area.
In the Figure 1(left), we assign each overlapping interfefet X,, 1 < i < n, denote the location of node We
ence disk with a distinct channel. Since all transmitterthisa  will use X; to denote a node as well as its location. Let
setting employ power levelh, the number of channels needed (X;, X ;) : i € Tx } be the set of all transmitter-receiver
to achieve the maximum simultaneous transmissions,is. pairs in some particular slot anf be the transmitted power
Recall thatc > ¢, channels are present in the network. lfevels for these pairs. Similar to [2], we also assume aeslott
should be pretty obvious from the Figure 1(left) that thexye imodel for convenience of elucidation. Let the transmission

no benefit in assigning those remainiag- c,;» channels to radius and interference radius be denoted-@$ and Ir(i).
this particular setting since the network has already redchwe further take the following assumptions.

the maximum number of simultaneous transmissions. Thus the, We assume that there arechannels in the network and
guestion arise, how could we exploit the residual c,,;,
channels? What if we allow each transmitter to increase its
power from P, to say P > P, such that all the channels—
that isc— present in the network are completely utilized. We
show this scenario in Figure 1(right) where each node iserea
its transmission power fron, to the powerP where all

the existingc channels are exploitédNext we determine the

each node is equipped witty interfaces,1 < m < c.
Moreover, we assume that all nodes transmit on an ideal
channel without channel fading.
« We also assume that an interface is capable of transmit-
ting or receiving data on any one channel at a given time.
« We assume that each nodg : i € Tx is constrained to
a maximum transmit poweP,,,, such thatP, < P, <
Pp.qz, Where Py is the minimum transmit power.

CH-1l o B/CHETA oz, CH-1 CH2  CHi1
¢ o — . g B. Impact of Power on Interference Model
ong, M1, o - We study the capacity of the proposed model under the
onz, L - oy so-called model of communication, the protocol model. ia th
CH1_ CH-3 et cns 9 ieqi : ;
s e 7 cns s model, the transmission from nod§, i € Tx, is successfully
R L O cha e received by the receivek z; if and only if the receiving

node X ;) is in the transmission radius of the corresponding
transmitting nodeX; and is out of the interference radius of
Fig. 1. Figure on the left shows transmitter-receiver paisgmit at a e .
minimum power levelPy and utilizing ¢,i,, channels. While figure on the all other transmitting r.](').deg(k’ k. € Tx \ 4 In [2], Gupta
right shows the same setting when nodes transmit at a powdr feve P, @nd Kumar do not explicitly take into account the dependency
and utilizingc channels. Each circle (or disk) corresponds to the inteniee  of power of each node on the interference under the protocol
disk around a transmitter-receiver pair. model. Thus, we modify the interference model by considgrin

{ransport itV m red in bits-meters/ £ thii-m the power level of each node. To derive the necessary and

cr?ar?rr:gl ng?vr\)/grck)t/}ansriiltjineg at povjt-er Iee\?é%sai% F? S P_ Ysufficient condition for a successful transmission, we first
. ) o ) .

. ; uantify the transmission and interference radius of a node

Let Bp, and Bp be the bit rate between each transm|tter.q fy

. . . . in the wireless network as in [3].
receiver pair employing power levelg, and P respectively.

Since each overlapping disk is assigned a distinct chan fl) Transmission and Interference Raditrom the theory

: . - (?? communication, we know that both the transmission and
under both settings, we havesimultaneous transmissions an

hence the network capacity for transmit power legland P interference radius of a node in fact depends on two factors—
. transmission power and the propagation gain. Thus, for a
are Bp,5 and Bp % respectively. Based on Shannon-Hartle b bropag 9

2 Yransmission from nodeX; to its receiver Xg(;, we em-

2note that an increase in transmission power implies an ineréas ploy the following widely used model for .propagation gain,
interference disk. 9iri) = (|| Xi — Xr@)||) ™ wherea > 2 is the path loss



exponent and|X; — X, || is the physical distance betweenP,,,, such that Py < P, < Ppg, Where P, is
transmitter-receiver paiX; and Xg(;. In this context, we the minimum transmit power. For the simplicity of anal-
assume that a data transmission from nodgto receiver ysis, let minimum ) and maximum B,...) transmit
Xr() is successful only if the received signal strengtiXag,) power level be NoW,n | X; — Xg@|" and Pon? =

exceeds a power threshold, sayi.e., NoWon(v/n || Xi — Xge||)™ respectively in the sequel.

Pi > .
Xi=Xn = = "

Then, the transmission radius of the node, denoted@sis:

N Pi 1/
r(i) = ( ; )

Similarly, we assume that a transmission from no¥g is
successfully received atz(;) only if the interference power
level does not exceed a threshold, sdyat the receiver.
Following the same derivation for the transmission radiis,
interference radius of a node, denoted/a&) is obtained as
follows:

D. Assumptions on Channel Model

As in [7], we consider the following basic assumptions on
the channel model.

o Channel Model A: In this model, we hav&, = % for
all z € c. Intuitively, we can see that as the number of
channels ¢) increases, the bandwidth for each channel
decreases and hence the data rate supported by each
channel will be less (see eq (4)). This model is applicable
to scenarios where the total available bandwidth is fixed
g and new channels are created by splitting the existing

2) Necessary and Sufficient Condition for Successful Trans- g;lannells.M del B: In thi gel h Wi
mission: For a given channet ¢ ¢, we present the necessary ° annel Model B: In this model, we haW&, = W for

and sufficient conditions to schedule a successful trarssoms ﬁ" v Gb e (Ijm”d't'r\]/eol%l/’, we dchan obsehl_ve thgt I?‘aCh clhanbr:el
from node X; to its receiver nodeX ;) under the protocol as a banawi t and hence, this model is app cable
model. to scenarios where new channels are created by utilizing

1) The receiving node& r(;) must be physically within the addlltlor-1al frequency spe-ctrum. .
transmission radius of nods; i.e., The derivation of the proof is based on the assumption of

P channel model A. However, all the results under channel inode
| Xi — Xrey|| < r(i) = (#)1/6“ (1) B can be obtained by replaciid by We.
2) The receiving nodeX r(; should lie outside the inter- IV. SOME USEFULRESULTS
ference radius of any other node € T'x \ ¢ that is
transmitting in the same channel, i.e.,
Pk 1/« 2 . .
ﬁ) ) Len?(ma (11 Receiver Ilnterfe;ence Mode(lj: Iln i’:;wweless )net—
work under protocol interference model, I€X;, Xr;
C. Data Rate Model _ - and (X, Xpr)) be two simultaneous active trans§T1)itter—
We use Shannon’s capacity formula for the additive whit@ceiver pairs over the same channel, then a disk of radius
Gaussian noisg channel_ to model the data rate. In this modgk,HXi _XR(i)H) centered atXp(;, and a disk of radius
thg data .rate is a function of Fhe mgnal_—to—mterferentcrs—p é(HXk _ XR(k)H) centered af (), whereA — (@)%—1,
noise ratio (SINR) at the receiver. In this case the data r‘#ﬁjst be disjoint. A
from transmitterX; to its receiverXp;) is given in bits/sec _
by Proof: Let (X;, Xg(;)) and (X, Xg()) be two active
transmitter-receiver pairs. From equation 1, we can coeput
(0 ) P; and Py as > n||X; — Xg||” and > n || Xk — Xpao||”
Py respectively. Thus, the preceding equations can be rewritt
NoWa + 3 pery kot (X —Xno D o as IE)OHOWS:y p g eq
\;VV?QreW@. is the bandwidth of the channelc cin hertz, and p, — 1, X — XR(Z-)Ha and P, = ks || X, — XR(k)Ha (5)
= Is the noise spectral density in watts/hertz. However lreca
that we employ protocol model to characterize the interfeee wherek; > 1 is a constant. Recall that the protocol model
and hence under the so-called protocol model for each receiplaces the following constraints on the relative locatiafis
Xp( if all the transmittersX, € T'x \ i are more thar(k) these nodes and using equation 2, we get:
distance away, then the accumulated interferencef will

(i) = (e

In this section, we derive some results that is used to obtain
the upper bound of the proposed model.

| Xk = Xrep|| > Ir(k) = (

P;
Xi—Xpe|De

B; = Wy log,(1+

be negligible. Hence, equation 3 can be rewritten as | Xk — Xr@ | = (k;n)é | Xk — Xrw| (6)
P.
MY —x . e ksn. 1
(|| Xi=Xr@y | L EUAY o .
B; = W, log,(1 + ‘Noi%.)) ) 1% = Xnao | 2 (5= |[Xi = X | 7

Moreover, recall that in subsection IlI-A, we assume thaising the triangle inequality first, we can derive the foliog
each node is constrained to a maximum transmit poweslation between the location of the node pairs;, Xr(;))



and (X, Xpx))- « Channel Model B:
1 Xra) = Xrw || + | Xe — Xrao || = [ Xre — Xl OWey/ o) Whencpin < <nm/2;

Cmin

kan. 1 O(Wy/nmc)  whencpin > ¢;
1Xre) = Xrw | 2 (F50) % [1Xe = Xna | = [ X6 = Xrw | oWnPm) > nm/o:
®) VI. AN UPPERBOUND ON TRANSPORTCAPACITY
Similarly we can write, We considem nodes arbitrarily located in a torus of unit
ksn. 1 area on the plane. The following are the basic assumptions on
HXR(i) - XR(k)H > ( 3 )e ||X7 - XR(i)H - HX@ - XR(Z')H the model being considered:

(9 1) The network transportsnT bits overT seconds.

Adding the inequalities in (8) and (9), we obtain 2) The average distance between the source and destination
A of a bit is L. Together with (1), this implies that a bit-
X Ry = Xna || = S (1% = Xre || + | Xk = Xaw ) meters/second ofnL is achieved.

3) Transmissions are slotted into synchronized slots of

length = seconds.

There arec channels present in the network and each

o) node hasm (1 < m < ¢) half-duplex interfaces (or

) i ) ﬁ)g_l . .

active, then a disk of rad|u§ﬁ27(||X,- — Xg@)||) cen- radios). Moreover, we assume that each node in the
1

kany o network employ the same transmit power in all channels.
tered atX p(;) and a disk of radiué%(HXk - Xrwl)) oY P

; This model is referred to asymmetric allocationIn
centered atX () should not overlap. We term this model as Appendix, we also analyze a different setting where all
the receiver interference model. _ _ u nodes do not employ the same transmit power which is
It turns out from Lemma 1 that the radius of the interference

. ) \ referred to asasymmetric allocation
disk centered around each receiver directly dependsipn 5) There also exists minimum number of channels, <
whereA = (¥21)% — 1. Recall from section 11I-C that power o

B ¢ Or ¢min > ¢ With which the network can achieve

where A = (k21)5 — 1. Note thatXr;) and Xg() are the
receivers and we can deduce this inequality to say that for4)
transmitter-receiver pair€X;, Xr(;)) and (X, Xp(x)) to be

levels Py and P,,q, are set asNgW,,n || X; — Xpg;)||” and interference-free transmissions.

NoW,n%n||X; — Xpe;)||” respectively. From equation 5, it 6) When the domain is ofl square meters rather than
also follows thatP; = ksn || X; — XR(Z»)HQ, Vi € Tx. This square meters, then all the upper bounds are scaled by
implies thatks > 1 takes valuesy NoW,,, and ko NoW,,,n2 VA.

respectively for transmit power level, and P,,, .., wherek,
is a constant. Since the radius of the interference dislicilljre
depends o\, we note that an increase in transmit power ¢
in fact lead to an increase in the radius of the disk.

Theorem 1. Consider a wireless network with nodes each
\Hith m half-duplex interfaces deployed in a domain of unit

a . ;

area under the recgver-based interference model, then the
transport capacityn L is upper bounded as follows:

Lemma 2. For z € RT anda > 1, In(1 + 2%) < az Channel Model A:
Proof: e Whenc,,;, < ¢ < nm/2
a a — 2 T L.
In(142%) < In((1+2)") AnTL < kaW \/ " pit-meters/second
T Cmyin

= aln(l+2) <az
e Whenc,,;n > ¢

— \2kgWT [nm .
V. MAIN RESULT AnTL < —x Ve bit-meters/second
In this section, we present the capacity bounds of MC-M

2 «
networks exploiting power for the following scenarios: (a hereks = (n<5)/(In2) andk = /(In2).
Cmin < ¢ < nm/2; (b) cpin > c and (c)c > nm/2. Proof: Consider an arbitrary bit, wherel < b < AnT.
Under the receiver-based interference model and when nddd the number of hops that bittraverses from its origin to
placements are chosen arbitrarily, the transport capanfity its destination in a sequence bfb) hops, where théth hop
the proposed model measured in bit-meters/second untteverses a distance df. Then from assumption (2), we have

channel models A and B is given by: AnT h(b)
d > \nTL (10)
« Channel Model A: bX:; hzzl
OW /) whencpmin < ¢ < nm/2; which follows from the fact that the line segment has the

— e _ ) shortest length among all curves passing two given points.
@<I;IV/HVQmC ) when c”””_ = Let H be the total number of hops traversed by all bits
O(=%") ¢ =>nm/2; in T seconds i.e.4 = >, h(b). Since each node has



interfaces, and each interface transmits over a channél wiio get the final capacity bounds, we need to consider the
rate B bits per second, the total number of bits that can befollowing scenarios where different values for data rBtare
transmitted by all nodes over all interfaces is at m@ggﬂ obtained.

(where the factorl/2 is based on the half-duplex nature of CASE A: ¢ < ¢ < mn/2. Recall that whilec channels

the interface). Hence, we have are present in the network, no more thap;,, channels are
AnT utilized. Hence to completely exploit the existiagchannels,
H— Z h(b < BTnm (11) each node can increase the disk size, |6¥L which in turn

implies that each node can augment the poWwdrom F; to

From Lemma (1), we know that the disks of radigs Po(y/ )" SubstitutingPo(, /=) in equation (4) and

where A = (%)% — 1, times the length of hops centered atising Lemma 2, we gét

the receivers over the same channel are essentially disjoin ,
This may be viewed as each hop consuming a disk of raditls= W, log,(1 + n( )Y) = W, logy(1 4+ (e
% times the length of the hop around each receiver. Since the Cmin Cmin

c

)%)

area consumed on each channel is bounded above by the area " *_ In(1 + (TI% ¢ %)
of the domain £ 1m?), summing over all channels and the n(2) Cmin
i W, 2a, c
slots (there can be no more theTTn slo'_ts inT s.,econds) we - nE<( ) = Wks (17)
have the following constraint at equation (12): In(2) " 2 cmin Cmin

Remark 1. We are particularly interested in the scenariovhereks; = (nﬁf)/(an) Since§ > 1, we can use Lemma 2
where ¢, < ¢ < mn/2. In [7], the authors assume that to replaceln(1 +x)% by (a/2)x

channels are present in the network and hence the summatiogubstitutingB = W, k5—j in (16) andW, = W/e, we
of area consumed on each channeg; ¢, sum tol. However, get "

this reasoning is not accurate. Recall that there also sexist

a minimum number of channels,,;, wherec,,;, < ¢ or \TT < V2ksWT [_nm (18)
cmin > ¢, With which the network can achieve conflict-free o A TCmin

transmissions. Henasg,,;,, < c implies that the area consumed CASE B: ¢,in > c. In this setting when minimum number
on each channel is upper bounded Wcmm) This also of channels,,.,, is greater than the existing channels i.e.,
implies that if each node increases its disk radius, kﬁﬁ min(¢min, ¢) = ¢, each node can transmit only at the mini-
then all existingc channels can be exploited. On the othemum power levelP,. Hence substituting®, in equation (4)
hand, note that the reasoning of [7] holds true whgp, > c. and using Lemma 2, we geB = Yy, Now, combining

In2°/"
B = Xy andW, = W/c in 16, we obtain
AnT h(b) — \/ikeWT nm
SO ST R(S)2(d)? < BT min(epn, ¢) (12) AL S ==\ e (19)
. whereks = n/(In2). [ |

which can be rewritten as
Remark 2. We can see that in the scenario whefg,, < ¢ <

AnT h( b) . . . ..
Z Z )2 < 4BT min(cpmin, c) (13) mn/2, the capacity of the arbitrary network under minimum
— = m(A)?2 power levelP, (i.e., basic model), is
i i ion i — 2ksWT min
Noting that the quadratic equation is convex, we have AT < V2kg [nmc (20)
AnT h(b) AnT h(b) Ac ™
> Z d" <> Z (14) Clearly, we can observe that ignoring the constants the
b=1 h=1 b=1 h=1 proposed model has a gain ef— over the basic model under
Combining (13) and (14) yields the constraintc;,i,, < ¢ < mn/2
AnT h(b ABTH mi Theorem 2. Consider a wireless network withh nodes each
3 Zdh < \/ mm(gc’”""’c) (15) with m half-duplex interfaces deployed in a domain of unit
b—1 he=1 m(A) area and when > mn/2, then the transport capacity is upper

bounded as follows:
o Channel Model A
Wksn?m
2c

Now substituting (10) and (11) in (15) yields the result

V2BT  [nmmin(cpin, ¢) (16)

- B
AnTL < - AT <

bit-meters/second

3Since nodes employ same power (see assumption (4)), we assureadha

node transmit over the channel with same data Riee., B; = BVi € T 4we used the followindog, (z) = ﬁi(ﬁ% to replacelog, () by log, (z).



« Channel Model B —— e

—  Wksn? . r=r-1-r- "
AnTL < # bit-meters/second (o|oje]e! b T
) : e|e|e]|el ‘ o
whereks = (7= 2)/(In2). = ' X @ Xl 5
5= (m>5)/(In2) (®|1®i° , (2 +kA)d
Proof: The capacity of arbitrary networks is also con- L. ofe ._! P X _______ >

strained by the maximum number of bits that can be transmit-
ted SlmU|taneous_|y over all interfaces in the ngtwork. Slnq’—'ig. 2. Figure on the left shows the arrangement of the tratemitn the
each node has: interfaces, there are total @fm interfaces domain of area 2m?. The distance between every transmittef2is-v/kA)d
in the network. Each interface can transmit at a data ratg ofand the receiver of the corresponding transmitter can beeglat any of the

. . . . locations markedX which is at a distance of from the transmitter. From
bits per Seco_nd' Also, the maximum distance a bit can trﬂve_lt is arrangement, the distance between two receivefs/isA)d and hence,
the network isO(1) meters. Hence, the total network capacityccording to Lemma 1, the disks of radigs’kA)¢ centered around each
is at mostO(B™3*) bit-meters/sec. receiver do not overlap.

However, noting that the maximum number of simultaneous

transmissions feasible in this network 48n/2 and hence ] ] )
when ¢ > nm/2 channels are present, indeed each nodéen min(cnin,c) = ¢, the distance between two adjacent
can tune its interface to a different channel. This as well #&nsmitters ig2+ A)d which corresponds to the diameter of
implies that each node can transmit to a maximum powg}e interference disk when nodes transmits at a power level
level, Pra. = Po(y/n)® without causing interference tofo-: o -
other transmissions in the network. Therefore usiig,. in From the above construction, it can be verified that there
equation (4) and employing Lemma 2, we det= W, ksn. are total of 5- X ¢ o= 5 simu]taneous transm'itFer—receiver
Now, combiningB = W, ksn and W, = W/c in O(B%), pairs located within the domain, each transmitting at a rate

w H _ s
the network capacity is obtained @Wk;zﬂm)- m ©f (k) over a distance ofl = @ViA) Hence the total
bit-

Remark 3. We can see that in the scenario wherg mn/2, capacity of the network 'Sv%i 7d = c( )5 (2+VEA) T
the capacity of the arbitrary network under minimum powerpeters/sec. Recall that= T C—s b Therefore substituting
level P, (i.e., basic model), isO(W). Indeed, we can for k, we obtain the network capacity as AL\@ —— for
observe that ignoring the constants the proposed model haﬁlﬁl(cmm ¢) = emin and~ - \/E for mina,r C): 3
gain ofn over the basic model under the constraint mn /2. ’ AV2ZV e ’ -

VII. A L OWERBOUND ON TRANSPORTCAPACITY Theorem 4. When ¢ > n/2, there is a placement of nodes

We will now manifest that the upper bound obtaine@nd an assignment of traffic patterns such that the netwark ca
in the previous section is indeed sharp under the receiveshieve’;’~ bit-meters/sec under channel model A.
pased_mterference model by_ exh|_b|t|ng a scenario yvhere ' Proof: Recall that the domain is a torus of unit area. Let
is achieved. Also, note that in this section we provide the

. . : - g = min(c, 7). Partition the area intgf;, cells, and place
lower bound construction for a single interface multi-ahen o o coivar pairs in the cell. intuitively, wencaee

;:ﬁ;v;’f(;rcké r;n%\f[vvi(\)/ﬁ(r Lhyeljgﬁ:gt?h(;at ebrﬁrizs;lr)(/)ri)(t[s? ded to &m Lat si_ncec > n/?, .each g transmitter-receiver pair w_iII be

: operating on a distinct channel and hence each pair can be
Theorem 3. Whenc < n/2, there is a placement of nodesplaced at the same location. Since the area of the domain is
and an assignment of traffic patterns such that the netwark ca,2, each cell has an area é? and sides of length = %_
achieve {7 /-2 bit-meters/sec fomin(cmin,¢) = cmin  Recall thatg = min(c, 2) andc > n/2, hence length of the
and%ﬁ /2 bit-meters/sec fomin (¢, ¢) = c respectively Square cell iss = 1. Each transmitter is placed at the center
under channel model A. of the edge of the cell and its corresponding receiver isgulac

at the center of the opposite edge at a distancé. of

Proof: We consider a torus of unit area. Partition the pyom the above construction, it can be verified that there
area intog; equal-sized square cells, and placgansmitter- ;.0 {o1q) of L x g = 2 simultaneous transmitter-receiver
receiver pairs in each cell. Intuitively, this implies thapyirs |ocated within the domain, each transmitting at a rate
transmitter-receiver pairs operating in distinct chasrean be ¢ W (Pras) ~ W2 over a distance of = s = 1. Hence the
placed at the same location. The location of the transmiltertota‘i capacity of ('Ehe network i&n 14 — Wn® pit-meters/sec
each cell is shown in Figure 2. Since the area of the domain c 2 2c n

is 1m?2, each cell has an area c% and sides of length
s = /% Letk = mmte o+ Each transmitter in a cell VIIl. DISCUSSIONS

is placed at a distance @2 + vkA)d from the transmitter In Table | we study the gain of the MC-MR network
at its adjacent cell (recall the receiver-based interfegenexploiting power over the basic model under the constraint
model given by Lemma 1). For instance, we can see thai;, = O(c) andc = O(n). Indeed, we can see that when




the number of channels existing in the netwoek,exceeds to [7] which claims that the end-to-end throughput of each
the minimum channels required for achieving conflict-frerode under channel partition approaches zero when n.
transmissions iecmm, the proposed model has a gain ofrhis improvement can be elucidated regarding the data rate-
> c we see SNR (signal-to-noise ratio) relationship in Shannon-légrt
that there is no point in mcreasmg the transmit power levéieorem. According to the theorem, the transmission rate i.
and consequently end with the same capacity as in [7]—i.the data rate per unit bandwidth is a function of SNR and
gain =©(1). Therefore, one implication that follows from thehence an increase in SNR may be leveraged to increase the
results of this paper is to achieve a capacity gam4§# transmission rate. Therefore, while we employ the maximum
the designers should perhaps want to consider the cortstrqnuwer level P,.. = Pyn®/?, the SNR in fact increases
cmin < ¢ While developing energy-efficient networks such awith the power i.e., SNRx P,,,, and thus we observe
mesh networks. increased data rate for each partitioned channel. Altieigt

we can say that the bandwidth is efficiently utilized under th

GAIN OF THE PROPOSED MODETLAOEi,LEEH;ASlC MODEL (—¢—) ForCase  Maximum transmit power level which in turn leads to a higher
m=1,c=0(n) . capacity at = n. On the other hand, when> n, the capacity
of the arbitrary network indeed decreases with the channel
[c=0(m) [ cmin=1  cmin =loglogn cmin =logn | partitioning. Therefore, one implication that follows ffincthis
log llogn 9(1o®g(110)g ) ggg 88; result is tha(tl/h; the maximum transmit powerlﬁ)n‘f/2 ie.
logn O(logn) o(ean ) o) Praz = Pyn®/*, then dividing the fixed bandwidth int®(n)

subchannels does not degrade the capacity of the wireless

network. This in fact is an interesting and novel result that
Yet another issue that arises is whethe¥- is indeed the the designers may perhaps want to consider while designing

maximum gain achievable under the constramtn < c. For energy-efficient wireless networks.

instance, consider the network of three transmitter-vecei

pairs in Figure 3. SuPpo.s.e thatn : ¢=2, the.n .accordlng . CAPACITY OF BAsIC MODEIA,\A?\JLDEPIIIQOPOSEDMODEL FOR CASE

to our approach each pair is constrained to a minimum transmi m = 1,c = Q(n) AND UNDER CHANNEL MODEL A

power level,Py and hence the network capacity in bits/second

is W, (Fy)%5. However, we can see that even though,, = c, [[c=Q(n) [ Basic Model _Proposed Modé]
transm|tter receiver pair operating on chanfetan indeed n (W) O(Wn)
transmit at maximum power leveP,,., without causing nlogn O(1oe7) O(joe)
interference to other transmissions; Thus, in this settireg n? oC,) o(W)

network can achieve a capacity of, (Py) "5 2 +(Praz)
bits/second which is obviously greater than the capacity at
constant transmit power setting. Certainly, there is stitm IX. RELATED WORK
for capacity improvement and thus, we plan to focus on this In this section, we initially focus our review on literatsre
topic for our future research work. Further, this may alsthat aim to improve the capacity of wireless networks in
offer some suggestive guidelines for designers of statishmeseveral ways and then present a few studies concentrated on
network. Correspondingly in Table I, we study the capaoity implementing power control algorithms for wireless netkgor

B In their landmark work [2], Gupta and Kumar first derived
~ the capacity of ad hoc wireless networks in the limit as the
. hf number of nodes grows to an arbitrarily large level. Under

o / /,/’CH“‘}\ T aned / Q\\ \‘ ! o unc

! e A Y AR this model, the authors indicate that regardless of théainit
// >\/ /," | \ c ’ \‘ location of the nodes and traffic pattern in a fixed area, the
f » throughput in bit-meters per second cannot grow faster than
‘\ cmtz/ \ E wz/ V/n, and for a special arrangement of nodes and traffic pattern
\Ji/ a throughput of /n can be achieved. Therefore, the end-to-end

throughput available for each node (%1/,/n). Gupta and

Fig. 3. Figure on the left shows that all transmitters transahia constant Kymar also demonstrated the existence of a global sch@julln
minimum power levelP, while figure on the right shows the setting where

some nodes can transmit at power lexelPy. Each circle corresponds to the S scheme ach|evmg)(1/ vnlog n) for a network with random
interference disk around a transmitter-receiver pair. traffic pattern and random node distribution. This pesdimis

result that the end-to-end throughput available to eacle nod
both proposed and basic models for the case 1,c = Q(n). approaches zero as the number of nodéscreases motivated
One interesting situation that arises from the result inddb many researchers to improve the capacity bounds of wireless
is that whenc = n, even though the channels are partitionedetworks in several ways by employing mobility, directibna
into ¢ subchannels, the transport capacity of the network undartennas, UWB radios etc.
the proposed model iI®(Wn) i.e, the end-to-end throughput In [4], [5], [6], the results show that mobility can increase
available for each node ®(1V). This is a contrasting result the capacity of wireless network. Under the assumption that



nodes are mobile and the position of each node is ergodic wititus of extensive research. The main objectives of power
stationary uniform distribution on an open disk, Grossgéu control schemes is to reduce the total energy consumed
and Tse [5] manifest that when nodes are mobile it is possilite packet delivery and/or increase network throughput by
to have a constant o©(1) throughput scaling per source-increasing the channel's spatial reuse through the use of
destination pairw.h.p at the cost of increased end-to-endow transmission power in the network. In [13], the authors
delay as the number of nodes in each unit area goesirtdicate that network capacity decreases significantlyh wit
infinity. Consequently, several researchers analyzedrtuet higher transmission power and hence they suggest using
off between delay and capacity in mobile networks[5], [6the lowest transmission power to maximize the capacity of
In [7], the authors study the network capacity in the contexetwork. There are a lot of efforts following this suggestio
where the number of interfaces at each node may be smallef14],[15], and focus on using lower transmission power to
than the number of available channelsThe result shows that maximize the network capacity. On the other hand, there is
the capacity results are a function of channel-to-interfic an opposite argument recently [16],[17]. In [17], Behzztd
ratio and under arbitrary network setting there are twartist al formulated the problem of power control as an optimization
capacity regions: wherf> is O(n), the network capacity is problem and showed that network capacity can be maximized
O(Wy/nm/c) and whent is Q(n), the network capacity is by properly increasing the transmission power. Petrkal in
O(Wnm/c). [16] also showed through simulations that network capacity
In [8], Liu et. al employ the infrastructure support toC@n occasionally increases with higher transmission power

improve the capacity bound. The work considers the scenaf@t@in scenarios. In [18], the authors analyzed why ne¢wor
wherem base stations are placed in a regular hexagonal patt§APacity increases or decreases with higher transmissioerp
within the ad hoc network with: nodes and employs two in different scenarios, by using carrier sensing and minimu
routing strategies: deterministic and probabilistic. &nthe NOP count in practice and showed that network capacity can
deterministic routing strategy, the result shows thatigrows D€ improved with higher transmission power in the networks
asymptotically slower thag/n, the maximum throughput ca-With a small diameter.

pacity isQ(,/n/ log(#)W) and if m grows faster thgn/ﬁ, X. CONCLUSION

the maximum capacity i®©(mW), which increases linearly
with the number of base stations. In the probabilistic ot on the capacity of MC-MR networks exploiting power in

strategy, ifm grows slower thany,/n/logn, the_maXImur_n an. arbitrary setting. Specifically, we answer the following
throughput capacity has the same asymptotic behavior as

pure ad hoc network. Iin grows faster than\/n/lm guestions: (a) Can we maximize the capacity of MC-MR

the maximum throughput capacity scales@gnW), which wireless netwgrk; by Increasing the transm|SS|pn.powéT)?; (
. . : . Under what criteria can we increase the transmission pofver o
increases linearly with the number of base stations.

) i " the nodes in a MC-MR network? The results derived in this
Another relevant body of work is employing directional,ner indicate that it may be possible to build capacityrogit
antennas to improve the capacity bounds under the Comﬁ?ﬁpeless networks by exploiting the transmission power in

of single channel and multiple channel networks. &fi al \c.MR network under the following two constraints: (i)
[10] show that in a random wireless network, the use of w = O(c) and ¢ = O(nm); (i) ¢ = Q(nm)—where

. . . . me
directional antennas can improve the network capacity by.a s the minimum number of channels required to achieve

factor of 27 /«r, wherea is the beamwidth for transmitters a”dconflict-free transmissions in the network anis the number
by a factor of2r/(3, where(3 is the beamwidth for receivers. o¢ eyisting channels. Furthermore, surprisingly our ressul
Moreover, the results also indicate that if both transmstte o, point out that if the maximum transmit power Rgn %
and receivers employ directional antenna, the capacitybeani_e.’ Poas = Pon®, then partitioning the fixed bandwidth

improved by a factor ofir?/a. 3. In [11], Daiet. alextended g g(5m) subchannels does not degrade the capacity of the

the work on [7] on multi-channel multi-radio networks withyireless network which is an interesting and contrastirsglte

the consideration of directional antennas. to previously published works such as in [7]. In future, wsoal
Recent literatures indicate that employing capacity keger plan to study the capacity bounds of the proposed model under

unlimited bandwidth resources (UWB radios) can also improyandom placement of nodes.

the capacity bounds. Negi and Rajeswaran [9] show that when

each node is constrained to a maximum transmit poRer APPENDIX

and capable of utilizingl¥ Hz of bandwidth, the uniform  While deriving the upper bounds for the MC-MR networks

throughput per node is upper bounded®§(n logn)(*~1)/2)  exploiting power in section VI, we assume tlsgmmetric

and lower bounded b@(%) under the limiting case allocation modeland hence the same transmit power level,

when B — oco. In [12], the authors study the same problerd” (Fo < P < Ppqz), for all the nodes; Here, we adopt a

in [9] and tighten both the lower and upper bounds of thdifferent setting termed aessymm_etric allocatiorand analyze

network capacity td(n(®~1/2) and close the gap betweerihe upper bounds for the capacity whep;, < ¢ < mn/2 °.

the upper and lower bound-s th.at existin [9] Sthe bounds remain the same for> mn/2 and c¢yin > ¢ under both
Recently, power control in wireless networks has been thetings

In this paper, we have derived the lower and upper bounds



Theorem 5. Given v (0 < v < 1), the transport capacity of see thatf’“”WT

is indeed the upper bound for the

7T(‘

the MC-MR network undeasymmetric allocatiorin region capacity wher, i, <ec < mn/2.

cmin < ¢ < mn/2 when node placements are chosen
arbitrarily and the spatial reuse is described by the receiv

based interference model is given by:

Proof:

Let us suppose that channels are present in the network
and no more tham,,;, channels are exploited. For a given [4]
parametery (0 <~ < 1), we assume that interfaces tuned to
~Yemin Channels transmit at power leve), and the remaining
Ccmin Can be tuned to a different
power setting other tharP,. Then, we can interpret the
following that sincec channels are present in the network,
¢ — vemin Channels can be divided among the interfaces
tuned to (1 — v)cmin channels. Therefore to completely [7]
exploit the existinge — v¢,,i, Channels, each node that is
tuned to(1 — v)cmin channels can increase the disk size bys]

~—¥emin_ This in turn implies that each node can augmenfg]

interfaces tuned t@l — ~)

(I=Y)cmin

the power P from Py to Py( T=)e

Po(r/%)“ in equation (4) and using Lemma 2 and

Wks (f=25==—. Further, since each (11

W, = W/e, we getB =
interface tuned toyc,,;n channels transmit at power leve),

it transmits data at the rate &f = ka(; bits per second. Now [12]
turn to the analysis of the upper bound. The difference stems
from the need to replace (11) and (12) by different expressio 13]
The expression in (11) and (12) are replaced by the following

AnT
H =" h(b)
b=1
< (k‘a'yW k(1 ’y)K ( € — YCmin )) nmT (21) 05
c ¢ \ (1 —7)emin
AnT h(b)
> () <
b=1 h=1
(kMW + ks (1 — V)E (M%m)) Temin  (22)
C & (1 - ’Y)cm,in

Following the same derivations in section VI, whep;,, <
¢ < mn/2, the capacity is upper bounded by

2 o onon (F520)
(23)
n

When+ is set to 0 in the equation (23), we get the transport
capacity of the arbitrary network under asymmetric allmrat

s V2ksWT
A Wcmzn

. On the other hand, whem is set to 1,

we get V2T W /imcuin a5 the transport capacity which

indeed is the capacity obtained under power lefdgl Since
the maximum network capacity is obtained undet 0 (i.e.,

when all nodes employ same powBr> F,) we can clearly

L Xemin_ Yo gupstituting
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